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Abstract

In this work, we present a novel, automated method for detecting geobodies in 3D seismic

reflection data, helping to reduce interpreter bias and speed up seismic interpretation.

A seismic geobody refers to a geometrical, structural, or stratigraphic feature, such as

a channel, turbidite fan, or igneous intrusion. Geobodies are subtle seismic features,

hard to pick, and their detection is challenging to automate due to their complex 3D

geomorphology and diversity of shapes. Nevertheless, the detection and delineation of

these structures are essential for improving the understanding of the subsurface as well

as building a variety of conceptual models.

In our approach, we can rapidly interpret large 3D seismic volumes using point cloud-

based segmentation to identify geobodies of interest, including complex stratigraphic

features like lobes and channels. By converting the 3D seismic cube into a 3D seismic

point cloud (sparse cube), we reduce the volume of data to analyse, which in turn speeds

up the detection process. First, we build the 3D point clouds by filtering the seismic

reflection volume using different seismic attributes, and then each point in the cloud is

segmented into different clusters. The clustering is performed using the unsupervised

Density-Based Spatial Clustering of Applications with Noise (DBSCAN) which allows

the segmentation of all structures present into delineated objects. The clustered objects

can then be characterised by features based on their 3D shape and spatial amplitude

distribution. Finally, our method allows the selection of a specific geobody and can

retrieve geobodies based on their similarity to exploration targets of interest.

The method has been applied successfully to two modern 3D seismic datasets (Falkland

Basins) and two types of geobodies: fans and sill intrusions. We demonstrate that our

method can scan through a large 3D seismic volume and automatically retrieve likely

fan and sill geobodies in a very efficient manner. This approach can be used to scan

through large volumes of 3D seismic, looking for a wide variety of geobodies.
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Chapter 1

Introduction

The primary motivation for this project is to automatically detect and extract geoboies

from 3D seismic reflection data where geobodies are small, complex stratigraphic fea-

tures such as lobes, dykes or sills that are particularly important in assessing geoenergy

reservoirs. We aim to find a fast and generalisable solution so it can be applied to a range

of seismic interpretation tasks in any geological setting, combining machine learning

with geological knowledge to ensure meaningful features are extracted from 3D seismic

reflection data.

1.1 Definitions

Seismic reflection data is one of the principal tools for imaging the subsurface, par-

ticularly for applications such as hydrocarbon exploration and resource management.

Seismic reflection surveying essentially involves sending sound waves into the Earth’s

subsurface and collecting the echoes to estimate the subsurface’s properties using the

principles of seismology and wave propagation. Seismic waves can travel long dis-

tances through the Earth, and, as they travel through a medium, they may be refracted

or reflected when they encounter a boundary or property change in the medium. Thus,

seismic data provides information on the boundaries and changes of fluid content in

1



Chapter 1. Introduction

the environment traversed over kilometres underground [Eitzenberger, 2012, Fjær et al.,

2008, Musgrave, 1967].

The seismic data exploration process consists of three main distinct stages: (i) data ac-

quisition – recording of a seismic survey with a source and some receivers (geophones or

hydrophones); (ii) seismic imaging – data processing transforming the seismic records

into an accurate image of the subsurface at a given resolution; and (iii) seismic inter-

pretation – inferring meaningful geology from the seismic images based on geological

knowledge and understanding.

Geobody extraction is an essential element of (iii) – seismic interpretation and is critical

for estimating seismic stratigraphic architectures, defining facies and improving reser-

voir understanding. Seismic interpretation is often subdivided into three interrelated

categories: structural, stratigraphic, and lithologic interpretation [Jarvis and Saussus,

2009], but geobody extraction has implications for all three categories and provides

quantitative geomorphology measurements and discrete objects that can be integrated

into a geological model.

A geobody (or geo-object) refers to a 3D geological element in the subsurface defined by

distinct geometric, structural or stratigraphic characteristics. These elements are often

distinguished as a result of a particular depositional process [PetroFAQ Glossary, 2022].

In the broadest sense, geobodies can refer to a stratigraphic subdivision such as channels,

deltas, turbidite fans and salt domes, or structural elements such as fractures and faults.

1.2 Research motivations

The interpretation of seismic reflection data plays an essential role in understanding and

characterising the subsurface. If 3D seismic reflection has been predominantly used

in oil and gas exploration, its scope of applications extends to geothermal, subsurface

energy storage, carbon capture and storage (CCS), mineral exploration, near-surface

applications for engineering and environmental and monitoring subsurface change.
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Chapter 1. Introduction

The interpretation of seismic data faces many sources of uncertainty and bias. First, the

uncertainties related to the data quality inherent to the seismic acquisition and process-

ing, such as ambient noise, artefacts, multiples, tuning effect, resolution, etc. Then, the

uncertainties related to the interpretation process itself. Indeed, the structural and strati-

graphic interpretation of seismic data can be highly subjective and open to interpreter

bias. A single seismic image can lead to multiple geologically valid interpretations,

especially in complex geological settings [Bond et al., 2007]. Interpretational uncer-

tainty remains difficult to assess due to its subjective nature and significantly impacts

subsurface modelling workflows and decision making.

Adequate interpretational uncertainty assessment requires multiple seismic interpreta-

tions. Manual interpretation of 3D seismic data is labour-intensive and is often influenced

by the interpreter’s prior knowledge. Therefore, an effort is made here to automate some

seismic interpretation tasks to provide quick and reproducible interpretations.

Recent advances in machine learning have shown promising results in automating seis-

mic interpretation for some tasks such as salt classification [Waldeland and Solberg,

2017] or fault detection [Wu et al., 2019]. Machine learning and deep learning are

well adapted to seismic interpretation by their ability to capture hidden tendencies in-

side the data and to provide reproducible interpretation models. Moreover, machine

learning models can generate multiple interpretational scenarios and thus help assess

the uncertainties of the interpretations.

However, machine learning applications in seismic interpretation still face significant

problems of generalisation and explainability. The first drawback is the lack of gen-

eralisation: even though some applications have demonstrated promising results when

interpreting a single seismic survey, these models struggle to adapt to other seismic

surveys with different geological settings, seismic resolutions, frequencies, noise levels,

etc. [Lu, 2019, Zhu et al., 2020]. The other main drawback is the lack of explainability

of the machine learning approaches: despite efforts toward more interpretability in ma-

chine learning models [Carvalho et al., 2019, Gilpin et al., 2019, Lundberg et al., 2020],

extracting clear causality between input data and model predictions remains one of the

most critical problems in machine learning today.
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The primary motivation for this project is to combine machine learning approaches and

geological domain knowledge to ensure meaningful geological information is extracted

from 3D seismic reflection data. This research aims to use the advantages of machine

learning to investigate aspects of 3D seismic data interpretation with fully data-driven

workflows. More specifically, this thesis will tackle the problem of geobody detection

and extraction from 3D seismic data.

1.3 Statement of the problem

1.3.1 Geobodies and their detection in seismic data

To find geobodies in seismic data, the primary attribute used is the amplitude of the

seismic reflectivity data. Amplitude reflectivity is sensitive to variations in acoustic

impedance and, consequently, to lithology, porosity and fluid content. In sedimentary

formations, amplitude variations define sequence boundaries and changes in the deposi-

tional environment. As a result, it can be used to detail the shape and size of geological

bodies and identify variations of lithology and fluid within them.

Detecting and delineating geobodies improves understanding of the subsurface and

encourages including diversity in the conceptual models. Identifying the nature of a

geobody and extracting it provides a geological understanding of the seismic data and

its interpretation.

Geobody characterisation is fundamental to accurate geological modelling as geobodies

can be included in the geological model and will have an impact on reservoir prediction

and characterisation. Indeed, the fine-scale heterogeneity introduced by the geobodies

may significantly affect the dynamic behaviour of a reservoir [Haldorsen and Lake, 1984,

Jackson and Muggeridge, 2000, Novakovic et al., 2002].

This work aims to make a general approach to geobody detection and delineation, and we

demonstrate our approach on two types of geobodies: turbidite fans and sill intrusions.

To show the generalisation of the approach, we chose two types of features that are (a)
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Figure 1.1: Facies model for a sand-rich submarine turbidite fan formed into lobe
shapes that stretch out to the basin floor. From Nichols [2009].

different in terms of geometry and size and number and (b) geometrically complex and

hard to detect as they are often subtle and time-consuming to find.

Turbidites are sediments deposited by a gravity flow along an underwater or sublacustrine

slope (figure 1.1) forming clastic sedimentary rocks. Turbidite systems form excellent

hydrocarbon reservoirs and traps that are important targets for oil and gas exploration.

That is why their detection is a key issue. Turbidite reservoirs have complex heterogeneity

and connectivity, so accurate characterisation is essential to understanding and predicting

reservoir response. However, the characterisation of the turbidite fan is beyond the scope

of this work; only their detection is studied here. In seismic data, turbidite fans are

typically characterized by strong amplitude values and pinch-outs on the edges [Dorn,

1998]. Turbidite fans generally have a high acoustic impedance contrast compared to

the encasing muds and shales [Bunt, 2015].

Sills are igneous magmatic intrusions that have intruded between older layers of sed-

imentary rocks. A magma flows and intrudes parent rock bodies following the path

of the lowest pressure [Schofield et al., 2012] and according to the mechanical stress

state imposed by the rock layering [Stephens et al., 2017, Walker et al., 2021]. Igneous

intrusions are distinct in sills and dykes (figure 1.2), with sills generally described as

concordant horizontal sheets following the geometry of the preexisting strata [Eldholm

et al., 1995] and dykes as discordant intrusive inclined sheets that cut across the older
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Figure 1.2: Types of magmatic bodies. Sills are concordant sheet intrusions following
the preexisting rock beds. From Senger et al. [2017]

rocks, but it depends on the geometry of the strata. Sills and dykes are in close spatial

association, often forming a connected intrusion network. The detection of sills and the

analysis of their structures provide information about the basin evolution and the role they

play in active hydrocarbon systems [Løtveit et al., 2013, Stephens et al., 2017]. Indeed,

these intrusions are a source of heat and maturation for hydrocarbons and commonly

change the petrophysical properties in the surrounding sediments [Planke et al., 2012].

They also form interconnected low-permeability zones, which can compartmentalise

significant volumes of source and reservoir rock or serve as seal rocks [Rateau et al.,

2013, Schofield et al., 2012]. Igneous intrusions have specific seismic signatures char-

acterised by a high amplitude reflection due to high impedance when compared with the

host sediments. Igneous intrusions can primarily be identified on seismic sections due

to their tendency to cross-cut stratigraphy and their complex geometry [Thomson and

Hutton, 2003, Thomson and Schofield, 2008]. Sills typically have a concave-upwards

morphology [Du Toit, 1920], which produces the saucer-shaped geometries that help

distinguish sills on seismic sections (figure 1.3).

The current geobody interpretation relies on the initial visual detection of a specific

geobody by the interpreter, followed by a delineation of this geobody to extract it.

The geologist detects the geobody directly on the seismic sections or the previously

extracted horizons. This approach requires the interpreter to screen through the seismic
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Figure 1.3: Saucer-shaped sill geometry on a seismic section (image from the Falkland
Plateau Basin)

cube or horizon stack, looking for seismic anomalies based on their seismic attribute

distribution and shape. However, interpreting geological features in seismic data is

subjective and depends on visual perception. For instance, Froner et al. [2013] have

shown that colour can bias the interpretation of geoscientific information and contributes

to interpretation uncertainty and risk. Moreover, when a geobody is not following

the main stratigraphy, the interpreter will not be able to characterise it appropriately

with horizon-based interpretations. Once a geobody is detected, the geometry of the

geobody is defined more finely by manipulating seismic attributes. We distinguish two

main common approaches to geobody extraction: manual delineation and clustering

on seismic attributes. In manual delineation, the interpreter either brushes over the

geological features on the horizon or uses seed points to track and control the growth of

the geobody in 3D. With clustering methods, a clustering algorithm groups pixels with

similar seismic attribute responses into classes and extracts the class corresponding to

the geobody detected [Schmidt et al., 2013].

1.3.2 Challenges

When working on automated geobody detection from 3D seismic data, we face two

types of challenges: (i) the challenges inherent to the geobody detection task and (ii) the

additional challenges consequent to automation.
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1.3.2.1 Challenges in geobody detection

The first challenge in geobody detection results from the issues common to all seis-

mic interpretation tasks: seismic reflection is an indirect and incomplete image of the

subsurface from which lots of uncertainty arise. Seismic will have a varying signal-to-

noise ratio, varying resolutions, varying reflector continuity, varying fault definition and

possible processing artefacts. A geobody might be only incompletely imaged, missing

parts of its body. Therefore, any geobody detection method must be robust to noise and

adaptive to seismic resolution and quality.

The indirect and incomplete nature of seismic data also leads to interpretational uncer-

tainty challenges. From the same seismic image, multiple interpretations can be made,

all of which are possible. The uncertainties associated with seismic interpretation are

complex to quantify. It is often necessary to incorporate a deep geological understanding

to extract specific valid scenarios that the data allow.

Each type of geobody presents its set of challenges. For instance, not all geobodies

can be characterised from 2D sections. In our turbidite fan example, the complete

3D shape is essential for an interpreter to recognise a fan confidently. Turbidite fans

are often depicted as isolated, laterally extensive features, making their detection and

delineation in 3D seismic data complex without prior knowledge of their position. On

a 2D section, a turbidite fan can easily be mistaken for any other horizon. To illustrate

this challenge, Figure 1.4 shows two sections crossing through two turbidite fans, but it

is not straightforward to identify them from the section views. We can argue about high

amplitudes or pinch-outs on the edges. Still, there is nothing immediately noticeable

and exclusive to turbidite fans, making them simple to overlook during the interpretation

process. A systematic interpretation of horizons and amplitude extraction is necessary

to identify the fans with their characteristic shapes and amplitude distributions. Current

geobody detection workflows do not include the 3D geometry properties of the object

in a detection stage. Moreover, characterising a fan remains challenging even when

working on the 3D shape of the object. The geometries of the fans vary depending on

predominant grain size (figure 1.5), slope, basin floor angle, sediment flux, water depth

and the degree of confinement of the turbidite system [Dodd et al., 2019]. If we add that
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Figure 1.4: Section views in the seismic cube of two turbidite fans. This illustrates
the complexity of detecting turbidite fans with only 2D information. Images from the

North Falkland Basin.

the fan could be partially faulted or incomplete due to missing parts not imaged in the

seismic, the range of shapes expands even further.

The main challenge with the interpretation of sills comes from the complexity of follow-

ing sills laterally in the seismic data. Sill detection from 2D sections is less challenging

than turbidite fan detection. Indeed, the bright reflections and characteristic shapes of

sills (e.g. saucer-shaped) make them easier to spot when the section crosses the sill

in its middle. However, following sills over inlines and crosslines must be carried out

cautiously to avoid miss-ties. In particular, following the dykes that link sills together is

difficult while necessary to understand the intrusion network. Seed-based auto-trackers

would not do a good job extracting the entire intrusion network due to their predominant

lateral search. Furthermore, many interpretation software packages do not allow the use

of multiple z-horizons or structures, which are not adapted to the overlapping nature of

intrusion networks. In addition, the automatic detection of sills will face the challenge
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Figure 1.5: Schematic diagram showing the fan geometries that result from various
sediment types. Adapted from Nichols [2009]

of the variety of sill shapes and sizes, making it difficult to extract logical rules for the

classification of sills versus any other type of object in the seismic image.

1.3.2.2 Challenges in automation

The first challenges with automating a seismic interpretation task are flexibility, adapt-

ability and robustness. A seismic image will vary greatly depending on the resolution,

or the processing applied. Therefore, any automatic solution should be flexible and not

hard-code any resolution-dependent rules. The subsurface presents a high diversity of

geological structures and environments, and the solution should adapt. Finally, noise is

a common issue in seismics. Thus, the solution should be robust to noise.

The second type of challenge is about communicating explainable and interpretable

outcomes with some level of control over them. Indeed, automatic solutions and, more

precisely, machine learning algorithms are sometimes defined as black box [Petch et al.,

2022] since it can be challenging to comprehend how they operate once they have been
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trained. This lack of interpretability in the outcomes of the solution can undermine trust

in those solutions. An automatic solution to geobody detection should let the interpreter

see and control how the solution works. Interactive tools at every step of the geobody

detection workflow could help users understand why they receive a specific outcome

and adapt it where necessary.

The third challenge is the quality control (QC) of the solution. QC is an essential aspect

of automated solutions where results get validated, but the QC of automated results

should not be more laborious than the manual interpretation itself. The quality of the

outcomes must be measurable or simple to assess.

1.4 Research methodology

The research methodology to develop and assess geobody detection methods follows the

standard practice in data science and machine learning with a clear distinction between

a validation set and a test set. A validation set is used to understand the problem,

characterise it and evaluate the methods during the development. The methods are

selected and first assessed on this set of data. In contrast, the test set is completely

unseen and unknown during the development phase to ensure that no bias is introduced

toward a better, more informed result.

Since we are using an unsupervised approach to tackle our problem, no training set is

necessary to train our models compared to supervised learning methods. The choice of

the developed unsupervised methodology was dictated by the constraints of the problem

and the data. These constraints and choices are explained and justified in more detail in

Chapters 3 and 4. The main advantage of the unsupervised approach is that no training of

the models is necessary. Therefore, no bias is introduced by a labelled training database,

which makes the methods easier to adapt to other seismic data or problems.

To carry out this research, we have at our disposal a significant size, high-quality dataset

from the North Falkland Basin (NFB) (figure 1.6 a & b), provided by the Falkland

Island Government. This dataset contains a modern 3D seismic cube, processed on
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45000 𝑘𝑚2. It was selected for: (i) the diversity and quality of the data available with

modern, high-resolution 3D seismic reflectivity data as well as logs and core data of

a comprehensive nature; (ii) being heavily studied and characterised in recent years;

(iii) displaying several Cretaceous-aged fan bodies [Bunt, 2015, Richards et al., 2006,

1996]. The turbidite fans have been manually interpreted in the 3D seismic images and

characterised with precise core analysis, wireline logs, geochemical analysis and other

diverse data types [Dodd et al., 2019]. Core data have been extracted, sampling several

locations of the fans and proving the sand bodies to be oil and gas reservoirs [MacAulay,

2015].

The North Falkland seismic cube was cropped to cover the location of two known

turbidite fans, which constitutes our validation dataset. The amplitude extraction maps

were interpreted using Schlumberger’s Petrel (figure 1.6.c) and with prior knowledge

of the location of the two fans. This amplitude extraction will be used as ground truth

for evaluating our turbidite fan detection and extraction method during the validation

process presented throughout chapter 3 and chapter 4. The fan to the North is called

the North Sea Lion fan (NSL), and the one south to it is the Sea Lion fan (SL). NSL

is recognizable thanks to its long, well-preserved system feeder (figure 1.6.c). SL is

recognizable with its double entry point system feeder. Variations of amplitude on the

fan extraction maps represent depositional trends related to lithological variations and

fluid content (hydrocarbon). The other advantage of working with only a cropped area

during the development phase of the methods is making it easier and quicker to process.

Indeed, the NFB seismic survey is a voluminous dataset (78GB), leading to memory

and computation challenges.

We are using two test datasets and applying the geobody detection methods to them. Both

tests are presented in chapter 5. The first test consists of detecting fans in the other areas

of the NFB seismic survey. Thus, the idea is to create and validate methods on a sub-cube

of the seismic image with two known fans and then apply them to the broader survey

and test if we can retrieve the other fans present inside the survey. In the second test, the

methods are applied to another seismic survey, the FISA 3D survey from the Falkland

Plateau Basin (FPB) (figure 1.6 a), and another type of geobodies, sill intrusions. In this

second test, the idea is to evaluate the robustness and the adaptability of the method to

12



Chapter 1. Introduction

Figure 1.6: (a) Localisation of the different Falkland Basins. Modified from Jones
et al. [2019]. (b) Localisation of the validation dataset, cropped from the North Falkland
Basin. Modified from Bunt [2015]. (c) Sea Lion Fan and Sea lion North Fan amplitude
extraction maps were manually detected and extracted using Schlumberger’s Petrel.
Variations of amplitude on the fan extraction maps represent depositional trends related

to lithological variations and fluid content (hydrocarbon).
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a different geologic setting, seismic quality and type of geobodies. The basin has been

affected by an Early Cretaceous-aged system of magmatic intrusions [Richards et al.,

2013, Stanca et al., 2022]. The FISA 3D dataset is even more voluminous than the NFB

survey (128GB). Working with real, basin-scaled seismic images enables testing for real

complexity and demonstrates the viability of the proposed solutions in real-world case

studies. Too often, research is being demonstrated on synthetic or small-scale studies,

potentially leading to a lack of practicality for real case usage.

1.5 Thesis outline

The outline of this thesis is articulated around a novel workflow for geobody detection,

which was developed for this work (figure 1.7). This workflow is subdivided into five

steps but can roughly be summarised in two main phases. The first phase of seismic

segmentation, which aims to isolate all objects present in the seismic, is presented in

chapter 3. The second phase, which aims to find a specific type of object, is shown in

chapter 4. Finally, chapter 5 presents the two application cases for the search of turbidite

fans and sills in 3D seismic.

The thesis is divided into six chapters and structured as follows:

Chapter 2: Literature review – Automation in seismic interpretation

This chapter gives a brief overview of the recent evolution in seismic interpretation and

the efforts toward more systematic and automatic seismic interpretation workflows. The

chapter starts with a review of the main development in the interpretation of horizons,

from first auto-trackers to global interpretation methods. In the second part, we present

recent results of machine learning and deep learning solutions applied to seismic in-

terpretation and the challenges that a representative training dataset poses. Then, we

introduce works and research more specific to detecting and extracting geobodies from

the seismic cube. Finally, the chapter closes with a presentation of the challenges of

quantifying uncertainty in seismic interpretation and the advances made in this area.
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Chapter 3: Full Seismic Segmentation with Point Cloud Representation and Den-

sity Clustering

This chapter introduces the methods for a novel seismic segmentation solution developed

for this thesis. The seismic segmentation allows a division of the seismic volume into

small objects at the scale of the geological structure. The segmentation constitutes

the first phase of the geobody detection workflow. The solution relies on a sparse

representation of the seismic as a point cloud. This point cloud is then clustered based

on the spatial density-connectivity of the points in an unsupervised fashion. Methods

and metrics for quality control (QC) of the segmentation results and optimisation of

the clustering are also presented. Illustrations and validations of the different methods

presented are computed on the validation dataset.

Chapter 4: Detection of 3D geobodies

This chapter presents the second part of the methods, now focusing on geobody detection

from a segmented seismic. Segmentation results produced by the methods introduced

in chapter 3 form a reduced-order representation that enables working on the set of

individual seismic objects directly. We introduce a set of features used to characterise

the 3D objects based on their geometry and amplitude distribution. Finally, we present

a closest object retrieval approach that allows retrieving n (a fixed number) objects

most similar to an example input by the interpreter. Illustrations and validations of the

different methods presented are computed on the validation dataset.

Chapter 5: Geobody detection in 3D seismic - Application to real case studies
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In this chapter, the geobody detection methods introduced in chapter 3 and chapter 4

are applied to two case studies, the test datasets. The first one, from the North Falkland

Basin, applies the workflow to fan detection. Then, to further test the method, we apply

it to a dataset completely unseen at the time of the development, the Falkland Plateau

Basin, and a different type of geobodies: sill intrusions.

Chapter 6: Summary, Discussion and Conclusion

This chapter summarizes the main findings and conclusions presented in this thesis and

compares and contrasts them to the thesis’s initial objectives. Additionally, it offers

reflections and suggestions for future development and application works, necessary

improvements and unanswered questions.
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Chapter 2

Literature review – Automation in

seismic interpretation

Since the first 3D seismic survey shot in 1967 [Dorn, 1998], seismic interpretation

has greatly evolved towards more automation, helping extract more information, reduce

interpreter bias, and speed up performance. This chapter gives a brief overview of

the recent evolution in seismic interpretation, starting with automation for horizon

interpretation -a main focus in seismic interpretation- with the presentation of auto-

trackers and global interpretation methods. In the second part, we present a new

generation of methods, machine learning and deep learning techniques that transform

the approach to automation in seismic interpretation applications. Next, we introduce

more specifically the current techniques and research on the subject of geobody extraction

in a seismic volume. Finally, this chapter closes with a presentation of research on the

quantification of uncertainty in seismic interpretation, a complex issue to consider when

automating a task.
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2.1 Interpretation of horizons from 3D seismic data

2.1.1 Picking horizons

Traditional 3D seismic structural interpretation workflow produces horizon maps depict-

ing the main subsurface structures. Traditionally, the interpreter manually extracts the

horizon by manual picking. In manual picking, the horizons are interpreted by picking

a reflector on 2D slices and loop tying over a regular grid on crosslines and inlines

[Bacon et al., 2007, Badley, 1985]. To select the event to be picked, the interpreter

looks for some local continuity in the data and local wavelet similarity. However, this

manual picking approach is time-consuming and requires regular quality controls to

avoid miss-ties.

2.1.2 Horizon auto-trackers

Figure 2.1: Sketch of a simple auto-picking algorithm. Figure from Dorn [1998].

With technological innovation, computer-assisted horizon trackers have started appear-

ing, and significant efforts have been made to automate seismic interpretation. Howard

[1991] first proposed a solution for auto-tracking (or auto-picking) horizons, expending

interpretation away from a seed point. Data points are tracked over tiles based on an

acceptance criterion considering amplitude values of peaks, troughs and zero-crossings.

Gradually, the interpreter inputs seed points until a complete horizon is created. Since

then, auto-trackers have been widely used, and derivatives of that initial implementation
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have emerged. All these derivative implementations have improved the accuracy and

performance of auto-trackers. Still, they are following the same general principle of

seismic events tracked away from an input seed point by correlation of local waveforms

between neighbouring seismic traces [Dorn, 1998] (figure 2.1).

In general, auto-pickers perform poorly when tracking across faults or when applied to

complex geology with amplitude response distortion. Indeed, auto-pickers are based

on local trace similarity and therefore are sensitive to variations in signal-to-noise ratio

in the data and assume that the data are locally continuous, smooth, and consistent.

The weakness of these seed-based auto-trackers is that they use only a small fraction

of the data at a time and thus miss a more optimal global interpretation [Hoyes and

Cheret, 2011]. To overcome this weakness, a new generation of seismic interpretation

techniques, referred to as global interpretation methods, has emerged over the last

decades with the improvement of computing performance.

2.1.3 Global seismic interpretation methods

Figure 2.2: Systematic horizon extraction from global interpretation methods. The
discontinuous cool-colored lines are the auto-tracked horizon patches interpreted by a
global interpretation method. The continuous warm-colored lines represent the relative
geological time interpolated between the patches. Figure from Labrunye and Carn

[2015].

Global (or Full-volume) seismic interpretation methods are a new generation of seismic

interpretation tools that produce a volumetric interpretation of a full seismic data volume.

Instead of manually picking horizons, these methods systematically extract high-density
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of horizons on the entire seismic cube, thus generating relative geologic time (RGT)

volumes [Stark, 2004] (figure 2.2).

Hoyes and Cheret [2011] reviewed the different global interpretation methods and clas-

sified them into three categories. (i) Dip-driven methods [De Groot et al., 2010, Lomask

et al., 2006] use local dip and azimuth information at each grid position within the

volume. All seismic events are tracked by fitting horizons to the local dip calculated

from the gradient of the seismic data at every sample position. (ii) Horizon patches

methods [Borgos et al., 2003, 2005] groups the seismic signals along reflectors into

small surfaces based on similarities in the shape of the seismic wavelet around the re-

flectors. The shape of each reflector can be represented through a set of attributes with

one-point support, selected at traces extrema positions. And the horizon patches can

be merged in a second step to form larger horizons. (iii) Global optimisation methods

[Lacaze et al., 2017, Pauget et al., 2009a, Paumard et al., 2019, Possee et al., 2022] track

simultaneously horizons by creating links between elementary seismic horizon patches

over a coarse seismic grid (figure 2.3). The correlation between seismic samples is

detected, minimising a cost function over the entire grid. The cost function relates to

the seismic similarities of the seismic signals and the distances between the seismic

samples.

Figure 2.3: Workflow computing RGT model by establishing links among elementary
horizon patches. The link between patches is created by minimizing a cost function
based on the signal amplitude of neighbouring traces. Figure from Paumard et al.

[2019].

Global interpretation solutions increase the amount of geologic information that is

routinely extracted from the seismic image [Gogia et al., 2020]. These seismic interpre-

tation solutions are now available in several commercial software packages and allow
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the interpreter to perform high-resolution interpretation of 3D seismic data in a timely

manner.

These advanced seismic interpretation methods highlight the importance of trace-to-

trace similarities between seismic signals to track seismic events. They also highlight

the importance of working on coarse grids or from samples from the seismic grid to get

efficient automated solutions. Therefore, these two elements must be considered when

developing a solution for an automatic geobody detection problem.

2.2 Machine learning and deep learning in seismic in-

terpretation

Over the last decade, developments in machine learning and deep learning from outside

the geoscience domain have led the way by which we interact with data and the way

we approach automation to evolve [Larsen et al., 2018]. Many research works have

emerged applying ML-based methods to geosciences. We first find applications to

1D data problems (e.g. well log classifications), and soon after, with the increasing

popularity of convolutional neural network (CNN) [LeCun, 1989, LeCun and Bengio,

1995, Lecun et al., 2015] for image recognition and applications to seismic interpretation

problems (2D and 3D).

2.2.1 Definitions

Machine learning distinguishes itself from other approaches by the use of statistical

algorithms to “learn” information directly from data without relying on a predetermined

equation or logical rules. These approaches are categorised as data-driven in opposi-

tion to conventional model-driven approaches. Machine learning methods are divided

into supervised and unsupervised learning. Supervised methods rely on learning from

labelled examples to apply to some new data where the labels are unknown. On the

other hand, unsupervised methods do not require the data to be labelled. Instead, the
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algorithm finds unknown patterns inside the data and groups them into clusters. Deep

learning is a set of machine learning methods based on neural network models composed

of many layers of neurons (deep).

2.2.2 Machine learning applied to seismic interpretation

Both supervised and unsupervised techniques have demonstrated interesting results

for seismic interpretation. Strecker and Uden [2002] used Self-Organising Maps, an

unsupervised approach, to cluster seismic over multiple post-stack seismic attributes

(wavelet envelope, wavelet bandwidth, similarity). The results highlighted the ability of

machine learning to embed multiple data features simultaneously to extract additional

information from the combination of them (figure 2.4.a). Supervised learning enables the

identification of specified seismic patterns like salt bodies, faults or seismic facies (figure

2.4.b). A common workflow is to treat seismic data as images and perform classification

over small samples (patches). The model learns from some labelled seismic lines or

blocks and applies it to others [Wrona et al., 2018].

Figure 2.4: Unsupervised and supervised machine learning applied to seismic in-
terpretation. (a) Unsupervised machine learning for clustering seismic patterns on a
seismic cube given multiple seismic attributes. Clustering of the seismic cube reveals
channel structures. Figure from Strecker and Uden [2002]. (b) Supervised machine
learning, CNN, for seismic patterns classification, training from 2D line annotations

and predicting labels on other lines. Figure modified from Di [2018].
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2.2.3 Deep learning applied to seismic interpretation

Deep learning broadens the perspective on what could be extracted from the data for

computer vision problems and hence for seismic interpretation. In particular, CNN

displays impressive results for spatial feature extraction and image classification. For

instance, Waldeland et al. [2018] applied CNN to classify salt in seismic images. The

network is trained from a few seismic lines manually labelled and applied to every other

line of the dataset. The classification is performed using a patch-wise method: the

seismic lines are divided into small patches, and every patch is binary classified to either

salt or “else”. One limitation of the patch-wise method is the necessity to be able to

identify the seismic facies from a small patch. To overcome this limitation, a solution

is to input the entire image and train a Neural Network to predict masks over the entire

image. This task is called semantic segmentation and is solved using fully convolutional

networks (FCN) [Long et al., 2015] or U-net architecture [Ronneberger et al., 2015]. For

instance, Chevitarese et al. [2018] and Civitarese et al. [2019] applied a FCN to segment

seismic images into different seismic facies, demonstrating results close to a human

interpreter. These approaches demonstrated the use of deep learning for propagating

manually-interpreted 2D slices to the 3D seismic cube. However, the interpretation is

limited to the dataset on which the neural network has been trained. It needs a new

labelling and training process every time it is applied to a new dataset. Another problem

working only with 2D slices is that 2D information does not capture possible anisotropy

in the third dimension. Hence, slice-to-slice segmentation does not get the 3D context

necessary for accurate segmentation and semantic annotation. 3D U-Net architecture

has been proposed to perform 3D semantic segmentation [Cicek et al., 2016], solving the

anisotropy problem. With semantic segmentation, the network is trained to recognise

patterns of stack reflectors rather than individualize seismic features. To interpret and

delineate an individual structure such as a geobody, the segmentation method to be

applied is instance segmentation. Instance segmentation refers to the detection and

segmentation of objects into separated instances. The current state-of-the-art instance

segmentation on images is performed using Mask R-CNN [He et al., 2017].

The problem of geobody detection can be framed as an instance segmentation problem,
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where each geobody is an instance. But the application of instance segmentation to

seismic interpretation faces two main challenges: (i) the adaptation to mask on 3D

objects and, more importantly, (ii) the lack of a properly labelled seismic dataset that

would satisfy the instance segmentation task.

2.2.4 Training dataset for seismic interpretation

2.2.4.1 Challenges with building a representative seismic dataset

The lack of a representative training dataset has been a recurring problem for machine

learning and deep learning applications to seismic interpretations. First of all, part of

the problem stems from the fact that there are no boundaries for a dataset representation

of seismic examples: one cannot say that a labelled seismic database covers all case

scenarios. Unlike MRI scanner applications -from which many deep learning applica-

tions originate-, where it is more or less possible to estimate the possible brain image

scenarios, there is no such range of scenarios with the structures present in the sub-

surface. Secondly, the additional tricky aspect of seismic data is that a sample outside

the training representation involves differences from the training representation not only

in terms of structure or geographical provenance but also differences from the training

representation in terms of processing. Finally, the labelling of data is specific to each

case and type of seismic interpretation. The same seismic data can be labelled in very

different ways depending on the level of interpretation -structural, stratigraphic- or the

type of approach -patch classification, bounding boxes for object detection or masks se-

mantic segmentation (figure 2.5). And if we take into account the uncertainties inherent

to seismic interpretation, this would lead to having to create several labels for the same

seismic event to integrate all the valid scenarios that the data allow. And of course, one

must also be aware of the bias introduced by the interpreter when labelling the data.
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Figure 2.5: Different ways to label seismic data for machine learning tasks; (a) bound-
ing box labels for subsurface object detection, (b) dense labels over an entire inline for
stratigraphic unit segmentation, (c) dense labels for geobody detection and delineation,
(d) sparse label sets on an inline section for use in automated fault interpretation. Figure

from Larsen et al. [2018].

2.2.4.2 Open-source data initiatives

That said, there are more and more open data and open source dataset initiatives such as

the Volve dataset or Netherlands off-shore F3 block seismic data [Birnie, 2021, NLOG,

2020]. The growing availability of three-dimensional seismic data to researchers will

help alleviate these data problems and also provide benchmark data to compare the

effectiveness of different approaches and methods. But still, geosciences have some
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progress to make to catch up with the availability of databases offered in other industries

using deep learning in terms of richness and quantity of labelled data.

2.2.4.3 Data augmentation and transfer learning

Data augmentation techniques allow for artificially increasing the number and diversity

of samples in a database. These techniques are helpful in cases where relatively little

data is available, as in the case of seismic interpretation. The primary data augmentation

techniques apply rotation, translation, different scale/zoom levels, or adding Gaussian

noise to the seismic image.

Transfer learning is another technique commonly used in deep learning to improve the

training of a deep neural network when little training data is available. The principle of

transfer learning is to use a pre-trained network (trained on another task and database).

In the first step of the training, only the final layer (output) of the neural network is

trained, and the neural weights of the other layers are frozen. Thus these neural weights,

which have already proven effective, serve as a fixed feature extractor. Transfer learning

reduces the amount of training data and training time required to achieve good accuracy

[Tan et al., 2018]. The use of a pre-trained CNN has shown promising results in adapting

to seismic texture identification [Dramsch and Lüthje, 2018].

2.2.4.4 Synthetic seismic data

Another way to solve the problem of insufficient or missing labelled data is to use

synthetic data. The idea is to use forward numerical modelling to simulate synthetic

seismic data from a geological model. Thus the geological model is known and can

be used as ground truth to label the data. Wu et al. [2019] suggests that synthetic

training data sets with realistic simulated structures can effectively train CNNs for fault

interpretation in 3D seismic data. The results depend on the realism of the synthetic

seismic data and the diversity incorporated in the synthetic data set.

Building realistic geological models and synthetic seismic data is an important research

topic. For instance, Wu et al. [2020] proposes a workflow to build realistic folding and
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Figure 2.6: Workflow to incorporate real information in synthetic data at the training
stage and synthetic information in real data at the inference stage. Left side: the
proposed process used for producing the training data; Right side: the proposed process
used for producing the testing/inference data. The idea is to use cross-correlation and
convolution operations to mix real data with synthetic data so they have more similar

distributions. Figure from Alkhalifah et al. [2021]

faulting features automatically and thus produce more realistic synthetic seismic that

proved efficient to train a CNN for fault segmentation. However, in his conclusion,

Wu et al. [2020] also mention that his workflow still needs to include geobodies and

unconformities essential to create even more realistic structure models. These additional

features could be added, but it is still complex to capture in synthetic models the level

of realism and diversity of structures present in real data. Generative deep learning

techniques such as generative Generative Adversarial Networks (GANs) [Goodfellow

et al., 2014] or stable diffusion models [Rombach et al., 2022] also demonstrate promising

perspectives to create realistic synthetic seismic data [Li et al., 2020]. To bridge the gap

between synthetic and real data, Alkhalifah et al. [2021] suggests combining synthetic

data with information from the real data at the training stage and information for the

synthetic data used in training at the inference stage. Results using this preconditioned

synthetic data helped improve the prediction for applications for microseismic event

source location determination (figure 2.6).
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2.3 State of the art on geobody extraction

In common seismic interpretation workflow, geobody interpretation is seen as a separate

interpretation task performed after the main structural and stratigraphic interpretation.

The structural and stratigraphic interpretation of the seismic data map the main hori-

zons, faults and stratigraphic sequences, allowing a global understanding of the subsur-

face. The detection and delineation of geobodies produce a finer understanding of the

constitutive of these stratigraphic sequences and help identify stratigraphic traps and

heterogeneity that might impact the reservoir connectivity and migration pathways for

fluid in the subsurface.

Figure 2.7: Body delineation from seismic attribute cube; (a) Spectral decomposition
and RGB blend of the response at three different frequencies, and (b) bodies extracted

using opacity technique. Figure from Henderson et al. [2008]

A common approach to geobody extraction is to display seismic attribute response on

interpreted horizons [De Groot et al., 2016] and extract bodies using cut-off values on the

seismic attribute. As described by Chopra and Marfurt [2005], a seismic attribute is a

quantitative measure of a seismic characteristic of interest. These seismic characteristics

can relate to the subsurface’s geometrical and physical attributes. Seismic attributes can

provide information on both the shape and size of geological bodies, as well as on

the lithological and fluid variations within those bodies. Already in 1997, more than

60 frequent seismic properties were already catalogued by Chen and Sidney [1997]

along with a description of their apparent significance and use. The most commonly

used seismic attributes for geobody detection are spectral decomposition, coherency,

root-mean-square amplitude (RMS), signal envelope and sweetness. The visualization

of a seismic attribute on a surface allows the recognition of depositional patterns by
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the interpreter. Then, cut-off values are applied to the attribute to extract the geobody

[Henderson et al., 2008, 2007, Paton et al., 2011] (figure 2.7).

Another approach to extract geobodies from seismic attributes is to use edge detection

algorithms such as Sobel filters or Canny edge detector [Canny, 1986, Kanopoulos et al.,

1988] to extract geobody boundaries. For instance, Phillips and Fomel [2017] proposed

a plane-wave Sobel attribute to efficiently create a sharper and more detailed image of

channel boundaries.

There are also object-based geobody extraction methods where a rough model of the

object input by the interpreter is deformed by optimization so that its shape matches the

geobody information contained in the seismic data. For example, Ruiu et al. [2015] used

nonuniform rational basis splines (NURBS) as a rough and editable model that can be

easily drawn by the interpreter and optimized to extract channels from seismic images.

Machine learning and deep learning also have been applied to geobody extraction.

For instance, Smith [2017] used unsupervised ML to illuminate particular classes of

geobodies better. Le Bouteiller and Charléty proposed a semi-supervised ML approach

based on textural analysis to assist interpreters in identifying geobodies in 3D seismic

data [Le Bouteiller and Charléty, 2020, Le Bouteiller et al., 2019]. As for deep learning

methods, Pham et al. [2019] suggested training a CNN on synthetic data to segment

channels in 3D seismic cube. And de Groot et al. [2021] implemented Thalweg tracker,

a combination of a tracker and a CNN to track a seismic event and extract a 3D geobody

from a single seed position.

In this section, we mentioned several different approaches to geobody extraction and each

of these approaches produce different outputs. Some methods are to help interpreters

identify geobodies more easily, some are semi-automatic and only require minimal inputs

(rough models or a minimal number of seed points), and others are fully automatic and

produce the detection and delineation of the geobody. For instance, in Figure 2.8,

we compare and contrast four typical outputs received from four different methods on

the channel detection problem. The application and the advantages and disadvantages

of each of these different geobody extraction methods are further discussed and put
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Figure 2.8: Comparison of the outputs obtained from four different methods to channel
extraction; (a) seismic image enhancement with spectral decomposition (figure from
Lawal et al. [2022]), (b) channel boundaries extraction with canny edge detector (figure
from Ruiu et al. [2015]), (c) channel extraction with optimization of NURBS surfaces
-object-based method- (figure from Ruiu et al. [2015]), and (d) channel detection and

delineation with a CNN (figure from Pham et al. [2019]).

into perspective with our automatic geobody detection problem (fans and sills) in the

introduction of Chapter 4.

2.4 Uncertainty in seismic interpretation

Another important aspect to be considered in any seismic interpretation workflow is

the quantification of uncertainties. Uncertainties are inherent to the incomplete and

indirect nature of seismic data. Bond et al. [2007] shown the presence of significant

conceptual uncertainties in the interpretation of 2D seismic lines. A single seismic

image could often support a variety of valid interpretations dependent on the geological

understanding of the interpreter (figure 2.9). The same analysis has been extended

to 3D seismic interpretation: Schaaf and Bond [2019] illustrated the uncertainties in
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Figure 2.9: Examples of interpretations from a single 2D seismic image classified by
tectonic settings. Figure from Bond et al. [2007].

3D seismic related to fault placement and fault topology. They emphasised the use of

stochastic approaches, especially for the interpretation of areas of poor data quality.

Stochastic interpretation for structural geomodelling could help characterising the un-

certainties by representing a range of possible interpretations. In addition, integrating

more geological knowledge, in the form of logical rules, could ensure better exploration

of the space of possible interpretations [Botter et al., 2016, Godefroy et al., 2021]. Given

a range of possible scenarios, another problem is how to adequately rank the possible

scenarios and compute their relative probability. To evaluate the likelihood of different

structural interpretations from the same seismic image, Irakarama et al. [2019] proposed

the use of misfit functions between synthetic seismic computed from the structural in-

terpretations and the actual seismic data. The paper illustrated the need for conditions

imposed on the data-space misfit function for reliable interpretation appraisal, conditions

being dependent on the type of interpretation one wishes to undertake.

Some deep learning approaches also try to tackle uncertainty quantification in seismic

interpretation. For instance, Bayesian neural networks allow us to learn a probability

distribution and output predictions with uncertainty associated and have been applied to

seismic facies segmentation and fault identification [Mosser et al., 2019, 2020].
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2.5 Discussion

Significant advances in automation have been made to extract structural models (faults

and horizons) from 3D seismic data. Different approaches are possible, all requiring

more or less input from the interpreters and offering more or less control over the result,

but these approaches all have in common the advantage of significantly reducing the

labour-intensive work required to extract faults and horizons.

Machine learning, and in particular deep learning, has recently changed the field of

seismic interpretation, offering the prospect of finer and more efficient automated in-

terpretations by learning and integrating more geological knowledge by training neural

networks. However, building representative training datasets for these neural networks

to learn from has been a major concern, especially due to the lack of labelled seismic

data.

Extraction of geobodies is often seen as a separate interpretation task not captured in

initial horizon interpretation. Again, research has been carried out to move towards

the automation of geobody extraction. However, progress must be made to provide

automatic detection of the type of object without prior knowledge of the presence or

position of the object. The 3D shape of the object and the amplitude distribution of

the reflection are two primary criteria to allow confident identification of a geobody.

We believe that using unsupervised or semi-supervised machine learning approaches

can provide solutions generalisable to many types of geobodies and address the lack of

training data.

Finally, uncertainty in seismic interpretation is a complex and complicated problem

to integrate into an automation process and an active research subject. An important

notion to consider is the notion of scenario-based interpretation, introduced by Bentley

and Smith [2008], in opposition to anchor-based interpretation. Too often, a stochastic

approach to the uncertainty problem leads to multiple interpretations, all being based

on the same central (anchor) interpretation. In Bentley and Smith [2008], that notion

is discussed for reservoir modelling, but the same applies to seismic interpretation.

Seismic interpretation should aim to output multiple-deterministic scenarios that the
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seismic data allow rather than minor variations of the same interpretation scenario,

thus creating explicit dependencies between data uncertainty and the different possible

geological concepts embedded in each scenario.
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Chapter 3

Full Seismic Segmentation with Point

Cloud Representation and Density

Clustering

3.1 Introduction

3.1.1 Objectives and requirements

This chapter presents the methods used throughout the thesis to perform a Full Seismic

Segmentation.

Segmentation is the division of an object into multiple segments, also known as regions

or objects. The purpose of segmentation is to simplify the representation into something

more meaningful and easier to analyse, gaining an understanding of the structures

embedded in the data. In this thesis, by seismic segmentation, we mean the division of

the seismic data into small objects at the scale of the geologic structure (figure 3.1.a). The

output of the seismic segmentation is an ensemble of objects spatially delimited. Here,

seismic segmentation has the ultimate purpose of compressing geological structural

information embedded into the seismic data to a manageable size for interpretation

without loss of meaningful interpretable information. In this chapter, we are not yet
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Figure 3.1: Comparison between the output needed from seismic segmentation for
geobody detection (a) and from seismic segmentation at a seismic-facies scale (b)
which people usually refer to when talking about seismic segmentation. Figure 3.1.b.

adapted from Civitarese et al. [2019].

looking to label the objects with any semantics. Instead, the segmentation only labels

the objects as a cluster or as some noise. We introduce the labelling of the cluster to

meaningful geological structures in chapter 4.

Seismic segmentation at the scale of the geologic structure faces two main challenges:

(i) working with objects of heterogeneous scales and (ii) working on big data volumes.

If extracting large horizons is now a well-studied problem, segmenting at the same time

subtle features such as turbidite fans and large features such as horizons remains very

complex. Furthermore, segmentation on large datasets can be very computationally

demanding, making it a hindrance for many approaches.

We present a novel method for global seismic interpretation which tackles segmenta-

tion as a spatial clustering problem, looking for spatial continuity between the seismic

wavelet information and then optimising the groupings to uncover geologically inter-

esting features. The two key advantages of our approach are (i) the ability to capture

both large horizons and subtle objects and (ii) being computationally efficient, especially

when dealing with large seismic volumes.

Seismic segmentation takes us from Raw 3D seismic data to a segmented volume of

objects that potentially represent geobodies. Delimiting seismic data into objects offers

the possibility of working on the geometric characteristics of these structures. To then

detect geological features within the segmented volume, we must use the geometric
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attributes of the segments. Thus, the segmentation of all objects in the seismic data is a

prerequisite to object detection.

To be adapted to real data, the seismic segmentation method must be:

(i) Performed at the scale of the seismic reflector, not at the scale of the stratigraphic

units.

(ii) Adaptive to the dimension of the objects to be detected. Indeed, the segmentation

must capture features from large, laterally extensive horizons down to subtle

depositional features, like channels or turbidite fans. The segmentation method

should not assume continuity over the entire cube or between fault surfaces.

(iii) Fast. When looking for small features in large seismic volumes, we are essentially

looking for needles (e.g. channels or lobes) in a haystack (seismic cubes with

billions of voxels). Segmentation groups the voxels by some similarity measure

to reduce the problem complexity; we are now looking for a needle amongst fewer

bundles of straw. Nevertheless, we need to ensure that the segmentation task itself

does not take longer than just hunting through all the data. So, we are looking for

a high-performance segmentation method to apply to sizeable seismic volumes,

looking for subtle, hidden features.

3.1.2 Overview of existing methods

Full Volume or Global Interpretation methods have changed the way we interpret seismic

data by extracting an ensemble of horizons from the entire cube to build relative geologic

time volumes [Stark, 2004], replacing manual picking in many cases. As manual picking

is slow, pain-staking work, Full Volume Interpretation provides considerable benefits in

terms of time and cost. In addition, it increases the amount of useful geologic information

extracted from the seismic data volume as a dense set of horizons gets created [Hoyes

and Cheret, 2011].
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There are three main approaches to the seismic segmentation problem; people usually

state this problem as a region-growing problem, an optimisation problem, or an image

recognition problem.

Most common approaches describe the interpretation of seismic horizons as a region-

growing problem, using multi-horizon auto-tracking algorithms to track horizons away

from bin samples [De Bruin and Bouanga, 2007, De Bruin et al., 2006, de Groot et al.,

2010, Qayyum et al., 2012]. First, region-growing methods start with seed points,

picked either manually or automatically. Then, they look at the surrounding pixels of

the original seed points and decide if they should be included in the region. And they

iterate upon this process until the region-grow is complete. However, the quality of the

segmentation heavily relies on the number and location of the seed points. Besides,

these implementations, based on iterative-process, are computationally-intensive [Poux

et al., 2020].

Alternatively, we can treat interpretation as an optimisation problem, where we see to

minimise the dissimilarity between seismic samples of the same sequence. The cost

function is to minimise the distance and dissimilarity between the seismic samples

belonging to the same seismic sequence. The optimisation process finds a global

minimum of the cost function. Thus the optimisation produces an optimum global

seismic model. However, these implementations are also computationally-intensive and

often require solving the optimisation on a coarser grid [Pauget et al., 2009b, Paumard

et al., 2019]. Working on a coarser grid leads to a suboptimal solution which might

mean, for our application, missing subtle features.

Finally, other approaches present the seismic interpretation problem as an image recog-

nition problem [Chevitarese et al., 2018, Waldeland and Solberg, 2017, Zhao, 2018].

Indeed, the recent development in the field of Deep Learning has led to a significant

improvement in solving image recognition problems. The standard approach trains a

deep neural network to associate a patch to a label. A patch is a small part of an image

with a defined size. Thus, in seismic interpretation, the seismic gets divided into patches.

Every patch of the seismic gets labelled by the neural network. Classifying the entire

seismic cube into labels provides a segmentation of the seismic by the labels. However,
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by doing this, the network is trained to recognise patterns of a stack of reflectors and

seismic-facies (figure 3.1.b) rather than segment the seismic features at the object scale,

which is a requirement for the segmentation we need here.

3.1.3 Our novel method

Our approach frames the seismic segmentation problem in a new way by considering it

as a spatial clustering problem, making it fast to solve and independent of the size of the

structures. This novel way of approaching the seismic interpretation problem is made

possible by manipulating the seismic data as a sparse object. Instead of working with

a cube full of data, we extract or filter a sparse representation that we store in a point

cloud format [Corlay et al., 2020]. That sparse representation aims at creating spatial

distance in-between the seismic features. How we convert the seismic to a point cloud

is crucial as it will essentially lose information in favour of a simpler problem. Every

point of the resulting point cloud is then spatially clustered. Each cluster represents a

distinct seismic feature. We illustrate this approach in Figure 3.2.

Although this workflow is novel, it is interesting to note that a clustering approach to

seismic interpretation is seen as very natural as it leads to the apparent interpreter’s

output - detect results and group (cluster) them into specific configurations or geological

shapes (horizons, geobodies, etc.). Clustering merely mimics the manual interpreter’s

approach by aligning shape configurations together as a consistent group that represents

a particular geological structure.

In this chapter, we first show how to extract a point cloud from seismic data; then,

we segment the point cloud into distinct geological features. Next, we present how

the results can be quality controlled and optimised from that seismic segmentation.

We validate every method presented in this chapter by applying it to the well-studied

validation dataset described in Chapter 1 Research methodology.
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Figure 3.2: Workflow of the proposed seismic segmentation method. A point cloud
gets extracted from the seismic. This point cloud is then segmented into individualized
seismic features. The size of the segmented objects can range from extensive horizons
covering the entire cube to more subtle features such as turbidite fans illustrated in the

zoom here.

3.2 Point Cloud Seismic

3.2.1 Why working with a seismic data point cloud?

The information required for the interpretation may be extracted from the seismic data

and reduced to a point cloud. Seismic data include a fair amount of redundancy in

respect of geological information. Not every pixel of the seismic cube is necessary

when conducting structural seismic interpretation. Instead, the interpreter aims to

extract layers and features relevant to produce a mapping of the subsurface structures.

The hypothesis in this thesis is that it is possible to filter the seismic cube to a set of points

sufficient to conduct the desired geobody detection interpretation. The point cloud will

ease the interpretation and data processing.

In conventional approaches, we treat the seismic cube as a 3D array. Most commonly,

a Cartesian grid with coordinates of Inline (X-axis) number, Crossline (Y-axis) number

and Time or Depth (Z-axis) sample. And every (x, y, z) position contains a property

value. The property is the reflection amplitude or an attribute derived from the amplitude,

such as coherence, envelope amplitude, instantaneous frequency, etc. In the point cloud

approach, we treat the data as a 2D array (Equiv. to a table). Every line in this 2D

array represents a point. The three first columns are the point coordinates (Inline value,

Crossline value and Time or Depth value). The fourth column is the Amplitude value at

the point. And any other attribute can be added as an additional column.
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Point clouds are one of the most popular data structures used to represent 3D objects. It

is used both as a processing format and as a visualization format. Many industries rely

on point clouds for many purposes: to create 3D CAD (Computer-Aided Design) model

in 3D printing [Kang et al., 2016, Mannoor et al., 2013], to represent and visualize

landscape in Geographic Information System (GIS) [Shirowzhan and Sepasgozar, 2019,

Szostak, 2020], for detection of surrounding environment for many self-driving car

systems, or to render and animate images in entertainment with, for instance, the Kinect

camera produced by Microsoft. The use of point clouds has intensified imaging and

modelling outcrops in geology given the improvement and multiplication of 3D sensors

with drones equipped with 3D scans.

Using a point cloud representation of seismic data opens up a whole field of active

research on point cloud processing. The increasing use of Lidar data, particularly for

self-driving cars, has intensified the research on the automated processing of 3D point

clouds. As a result, significant progress has been made on the tasks of point cloud

segmentation [Grilli et al., 2021, Poux and Billen, 2019, Poux et al., 2020, Qi et al.,

2017] and shape recognition and retrieval [Lev, 2020].

3.2.2 Creation of a seismic data point cloud

The initial phase of the segmentation method aims to extract points relevant to the main

structures inside the seismic cube. A seismic geobody is an interpreted 3D object which

delineates geometric, structural and lithological patterns characteristic of a particular

depositional feature. We interpret the geobody at the peak of the amplitude trace.

The wavelength of the amplitude event will provide information on the thickness and

volume of the geobody. A geobody will typically possess fairly similar amplitudes with

continuous patterns. We selected the filtering processes creating the seismic point cloud

based on these definitions of geobody.

In order to produce the seismic point cloud, the initial step consists in extracting every

local extremum (minimum or maximum) of the amplitude in the trace direction (figure

3.3). The choice of extracting minima or maxima can be taken using prior information
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Figure 3.3: Extraction of local maxima (×) on seismic wiggle traces.

Figure 3.4: Creation of a Point Cloud Seismic of a seismic slice. (a) Input seismic
slice. (b) Result after the extrema extraction to the slice, extracting only peaks. (c)
Result after application of an amplitude cut-off to the remaining points of the extrema

extraction.

known about the seismic response of the geobody - positive or negative polarity event.

If no prior knowledge of peak or trough events is available, we recommend extracting

both minima and maxima. The seismic amplitude measures the relative contrast of

the impedance of the rock. Conventional seismic visualisation displays the full seis-

mic waveform record, but one single extremum point suffices to describe the seismic

reflectors [Borgos et al., 2003, 2005]. This trace peak or trough extraction could be

improved by fitting a polynomial curve to the trace in the seismic grid before performing

the extrema extraction. Horizon interpretations are often placed on the extrema events

in the seismic cube. Figure 3.4 displays the results of the point cloud extracted from an

example seismic slice. The extrema extraction preserves every feature displayed in the

slice while reducing the number of points and producing space between events.
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Figure 3.5: Visual explanation by Kington [2015] of the differences among the coher-
ence implementations discussed using only two traces. Letter C indicates the calculated

coherence value.

The second step is to filter the points based on their coherence value.

Coherence is one of the most commonly used seismic attributes. Coherence is part of a

set of post-stack calculations that measure seismic traces’ local similarity or dissimilarity.

Low similarity zones appear where there are discontinuities in a seismic volume, such

as faults or mass transport deposits [Wu, 2017]. As a result, we can use discontinuity

attributes to indicate faults in a seismic volume or subtle stratigraphic structures. Many

terms are used to refer to attributes measuring dissimilarity: coherence, semblance,

similarity or discontinuity. Bahorich and Farmer [1995] first developed coherence. The

implementation is based on the maximum cross-correlation value of three seismic traces.

Marfurt et al. [1999] extended Bahorich and Farmer’s cross-correlation technique to any

number of input traces, thus reducing the sensitivity to noise. Gersztenkorn and Marfurt

[1999] improved the implementation by computing the ratio of the largest eigenvalue

of the covariance matrix to the sum of eigenvalues, making it more robust to lateral

amplitude differences. The details and comparisons of these different implementations

are available in Kington [2015] and illustrated in figure 3.5.

When extracting points for the seismic point cloud representation, the idea is to take
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advantage of the high amplitude consistency of the geobodies when possible. By

keeping only the points with high coherence values, we preserve the geobodies and filter

the discontinuous points. Thus, we create the distance between the seismic features.

Especially at fault zone locations, the fault offset is likely to have put side-by-side

unrelated seismic events. By filtering on coherence, we create spaces between these

non-consistent point cloud events.

Additionally, we apply a cut-off value on low amplitude values to preserve structures

with the highest impedance contrast. The filtering of low-amplitude values makes it

possible to eliminate the noisy points that remain after the extrema extraction and do not

translate directly into geological objects. For example, in figure 3.4, we apply a simple

amplitude cut-off to get the major stratigraphic events and suppress non-desired features

such as basement response and secondary structures.

The choice of the cut-off values results from a trade-off between filtering out noise and

preserving as many structures as possible. An intuitive approach to finding a good

cut-off value is to select and visualize the results of the cut-off on a slice of the seismic

(figure 3.6). Generally, a value corresponding to the first third of the points produces a

satisfactory result.

Another way to think about these cut-off values is to see them as uncertain parameters

that can be inferred in a Bayesian Uncertainty Quantification framework. Indeed,

each parameter set leads to a different output, ultimately leading to a different seismic

segmentation and geobody detection. So, each of these outputs can be described as an

additional possible interpretation scenario. This idea is further explored in the discussion

of chapter 4.

3.2.3 Application of the point cloud extraction to the validation

dataset

We applied the extraction of the point cloud seismic to the validation dataset described in

Chapter 1 Research methodology. The validation dataset consists of 1171 inlines, 1714

crosslines and 708 time-samples, so 1,421,022,552 voxels (109). The first step was the
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Figure 3.6: Application of different amplitude cut-off values to a seismic slice from
1 to 6. The selected cut-off values are indicated on the kernel density estimation of

amplitude of the points of the seismic slice.

extrema extraction. We extracted only maxima here because the focus was on turbidite

fans, and fans are peak events in that seismic. The extrema extraction took 8min38s to

execute and reduced the seismic data to 169,779,498 points (108). Experiments were

run on a laptop with an Intel Core i9-10885h CPU processor and 32GB of RAM, these

specifications are used for all results produced for this thesis. The second step was the

filtering of coherence. Computing coherence and filtering took 3min21s to run and

reduced the point cloud to 101,581,924 points (108). The third step was the filtering

of amplitude. Filtering amplitude took 2s to execute and reduced the point cloud to

43,201,714 points (107). So that makes a total time of 12min01s for the seismic point

cloud extraction and a reduction factor of 97% from voxels to points.

The first evaluation of the point cloud is visual. A few quick observations are possible by

plotting the entire point cloud in a 3D interactive view (figure 3.7). Firstly, the basement

response has been filtered out on the entire cube. Secondly, we can quickly identify two

main types of structure stacks: long extended horizons that cover the whole area on the

shallower part of the point cloud and, in the deeper part, some more constrained deposits

filling the paleolake, among which are some turbidite fans coming from the slope. At
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Figure 3.7: (a) section view of the 3D seismic used as validation dataset; (b) point
cloud extracted after extrema extraction, coherence filtering and amplitude filtering.

least the shallower horizons are well preserved. We can observe their full extent, even

the canyon on the top horizon (figure 3.7b). In the fillings of the paleolake, hundreds

of seismic features are present. By focusing on the area of the point cloud where two

turbidite fans are, we can observe that they are also well preserved (figure 3.8). The

channel feeder and the lobes structure of the turbidites are easily detectable. All these

observations validate the extraction of the point cloud from the seismic data.

3.2.4 Advantages and Disadvantages of a seismic data point cloud

The point cloud format brings three main advantages:
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Figure 3.8: (a) Visualisation of the seismic point cloud, focused on the area where the
turbidite fans are. (b) Same visualisation with the two turbidite fans highlighted. The
black arrows point to the fan input feeders. (c) The two turbidite fans extracted using
Petrel seed-based horizon auto-tracking. The color scale has been selected to better

display the amplitude texture.

(i) A sparse data allows 3D visualisation without being constrained to 2D seismic

sections. We take a small 3D example as an example (figure 3.9) to illustrate the

advantages of visualising the seismic as a point cloud. The sparse representation

of the data allows visualising and understanding of the structures in a glimpse.

We observe the extent and delineation of the horizons and the displacement along

fault planes.

(ii) It highlights the distances between objects in the seismic data. Furthermore, the

possibility of working on distances between points opens new ways of processing

the data. For example, in a point cloud, it is possible to work on the spatial

continuity of structures rather than being limited to image and texture analysis.

(iii) It reduces the amount of data by a factor from 10 up to 100. Thus, it improves the

computation efficiency and memory requirements for data processing. Moreover,
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Figure 3.9: (a) Point Cloud Seismic result of a small 3D seismic cube. (b) Zoom in to
a particular zone of the point cloud highlighting the displacement of horizons along a

fault plane.

sampling is straightforward and preserves structures’ distance and relative density.

On the downside of the point cloud format:

(i) Filtering data represents several risks of loss of information. The first risk of loss

is to filter out a structure or a geobody that would be of interest. Applying only

low thresholds on amplitude and coherence should reduce that risk. But there

is no guarantee that one will not filter a geobody with a weak seismic response

or in a noisy part of the seismic. The second loss of information is the loss in

terms of fine details that the full trace wavelet has. One way to mitigate the loss

is to tie local amplitude texture and wavelet characteristics to the extremum point

extracted. We compute the wavelength and the wave area and store these attributes

as additional properties to every point of the point cloud.

(ii) The other downside or constraint is the complexity that goes with the processing of

point cloud data. As a non-regular structure in the form of a list of points, point

cloud analysis is complex. Therefore, applying convolution with kernel operations

to point clouds is not straightforward compared to regular grids. However, recently,

algorithms including graph kernels [Bach, 2008] have been developed and allow,

in particular, kernel approaches for classification and segmentation tasks [Lin

et al., 2020]. Additionally, because the set of points is unordered and with a
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variable number of points, any method applied to the point cloud must be robust

to data permutation and size [Lev, 2020]. This processing complexity is the main

reason why there have been few works on point clouds until recently.

3.2.5 Visualisation and plotting of 3D Seismic as a Point Cloud

In order to take advantage of the sparsity of point cloud data, one might want to visualise

the full sparse data cube at once. For a regular size of a 3D seismic, the remaining

number of points in a seismic point cloud will typically be between 10 million to 100

million points. However, plotting and rendering 100 million points in an interactive

viewer is extremely demanding and will likely exceed the computer’s available memory

capacities. One easy solution is to sample the dataset and plot only a subset of points.

The sampling can be performed randomly or voxel-based to preserve the homogeneity

of the distribution. But sampling is not ideal because it reduces the level of details that

get visualised. A better solution is to use out-of-core real-time rendering techniques

[Richter and Döllner, 2010, 2014]. Out-of-core rendering systems use multiple Level-

of-Detail (LoD). It uses a tree data structure that hierarchically subdivides the spatial area

[Wimmer and Scheiblauer, 2006]. Each LoD is represented by a node of the tree (figure

3.10). Figure 3.11 illustrates four different LoD applied to an example point cloud.

In real-time rendering, the user interaction and the view position trigger a selection of

different LoD nodes in each visualisation frame. The groups of points far from the user

get approximated as single points, and the points outside the view frustum are removed.

It reduces the number of points that needs rendering. Hence it allows overcoming the

limit of memory, making visualisation and interaction of a massive 3D point cloud

feasible.

Recent advances in Virtual Reality (VR) are leading to the development of applications

with more immersive visualization. The immersive VR experience allows interacting

with the data differently. However, moving in a virtual environment implies a sparsity

of the data so the user can see in the distance. So preferable formats are meshes or

point clouds. Hence, treating seismic data as a point cloud opens perspectives on easily

integrating seismic in VR applications without much preprocessing or interpretation.
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Figure 3.10: Octree structure which subdivides spatially the point cloud into different
Level-of-Detail (LoD). Figure from Richter and Döllner [2014].

Figure 3.11: Illustration of the tree structure with bounding spheres for 4 different
LoD. Each sphere represents a tree node and encloses all child nodes of the presented
node. Inner nodes are illustrated in red and leaf nodes in blue color. Figure from

Richter and Döllner [2014].
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Figure 3.12: Illustration of the planar segments produced for building interior classi-
fication. (a) Point cloud; (b) Segmentation. Figure from Bassier et al. [2020].

And geology, with its high diversity of data structures (seismic, wells, maps...), could

benefit from the development of the immersive visuals of VR.

3.3 Segmentation of a seismic data point cloud

3.3.1 Approaches to point cloud segmentation in other industries

Since point cloud is a popular data format, many studies have been conducted on point

cloud segmentation for other types of applications and industries. Amongst the first

historical approaches to point cloud segmentation, a frequently used technique is to

over-segment the point cloud into small regions before applying an expensive algorithm

to create more significant regions. The most straightforward strategy is to use voxels

as an over-segmentation structure and then perform voxel-clustering [Son and Kim,

2017, Weber et al., 2010]. The emergence of deep learning approaches improved the

performance of point cloud segmentation [Maturana and Scherer, 2015, Qi et al., 2017,

Zhang et al., 2019] and, more particularly, semantic segmentation. However, such

algorithms depend on annotated datasets for training, requiring operators with high-

level expertise to annotate large quantities of data [Grilli et al., 2021]. On the other

hand, unsupervised clustering approaches do not require such training data and have

also been successful, especially for interior classification [Grilli et al., 2021, Poux and

Billen, 2019, Poux et al., 2020] (figure 3.12).
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However, such unsupervised solutions are designed around the particular properties of

building interiors and cannot be directly applied as such to a seismic point cloud. For

instance, a commonly used algorithm is the RANdom SAmple Consensus (RANSAC)

[Schnabel et al., 2007]; RANSAC segments the point cloud by planar structures, which

fit well for interior segmentation but not geological objects.

3.3.2 Density-based Segmentation

In the next step of our seismic segmentation workflow, we segment the seismic data point

cloud into distinct objects. We propose to perform the segmentation by clustering the

point cloud based on the spatial density of the points. The intuition behind this approach

is to take advantage of the distance between the seismic events created by the point cloud

representation to segment them spatially. We use Density-Based Spatial Clustering of

Application with Noise (DBSCAN) to perform this point cloud segmentation.

DBSCAN is an unsupervised clustering algorithm relying on a density-based notion

of clusters [Ester et al., 1996, Schubert et al., 2017]. Every point is classified into

three categories: core point, border point and noise, based on the density of their

neighbourhoods (figure 3.13a).

For each point, DBSCAN evaluates the density of its neighbourhood at an Epsilon

distance (𝐸𝑝𝑠). The 𝐸𝑝𝑠-Neighbourhood is the ensemble of points included at a

distance inferior to 𝐸𝑝𝑠 in the three spatial directions. The Eps-Neighbourhood of a

point 𝑝 (𝑁𝐸𝑝𝑠(𝑝)) is defined by the equation 3.1:

𝑁𝐸𝑝𝑠(𝑝) = {𝑞 ∈ 𝐷 |𝑑𝑖𝑠𝑡 (𝑝, 𝑞) ≤ 𝐸𝑝𝑠} (3.1)

If the 𝑁𝐸𝑝𝑠(𝑝) contains at least a minimum number of points (𝑀𝑖𝑛𝑃𝑡𝑠), the point p is

classified as a core point. A point in the Eps-Neighbourhood of a core point but not dense

enough to be a core point is classified as a border point. A point neither dense enough

nor in the Eps-Neighbourhood of a core point is classified as noise. Then, the definition

of clusters in the DBSCAN algorithm relies on the notions of density reachability and
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Figure 3.13: This diagram illustrates clustering of points with DBSCAN in a 2-
dimensional space. The circles around points materialize the limits of the Eps-
Neighbourhood of the points. Figure (a) presents the classification into types of points.
The red points are core points; they have an Epsilon-neighbourhood of at least 4 points
(𝑀𝑖𝑛𝑃𝑡𝑠). The purple points are border point; they are reachable by core points but do
not have an epsilon neighbourhood of at least 4 points. The blue points are noise; they
are not reachable by core points. Figure (b) presents the resultant clustering performed
from the point classification. A cluster regroups the ensemble of density-connected

core and border points. Noise points remain as outliers from the clusters.

connectivity. Two points are directly density-reachable if they are included in the 𝐸𝑝𝑠-

Neighbourhood of one another and if at least one of them is a core point. Two points

𝑝1 and 𝑝𝑛 are density-reachable if there is a chain of points 𝑝1. . . 𝑝𝑛 such that 𝑝𝑖+1 is

directly-reachable from 𝑝𝑖. Two points 𝑝 and 𝑞 are density-connected if there is a point

o such that p and q are density-reachable from o. We define a cluster in DBSCAN as

the ensemble of all the points density-connected, which corresponds to the ensemble of

connected core points and border points. Finally, all the points not density-reachable by

a core point are set as noise and remain outside the clusters (figure 3.13b).

DBSCAN offers several advantages:

(i) its suitability to create spatial clusters,

(ii) its capacity to handle noise,

(iii) its control of the clustering with only a few parameters

(iv) its simplicity and efficiency of its implementation – Open3D implementation of

DBSCAN is used in [Zhou et al., 2018] –.
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Point distributions of seismic events in the seismic point cloud are mainly dense points

with space at the extremity between the events. DBSCAN algorithm allows the creation

of clusters of various shapes of points based on their density-connectivity. That density-

connectivity approach directly fits the task of spatial segmentation of a seismic data point

cloud. Applying the clustering to the 3-dimensional space of the seismic data point cloud

creates spatially consistent clusters from the spatial point distribution. Furthermore,

seismic data are noisy data, so the ability of DBSCAN to leave outliers unclustered adds

robustness to the segmentation. Compared to other clustering algorithms, DBSCAN

does not requires inputting any prior information on the expected shapes of the clusters or

the number of clusters that are information unknown at that stage. Instead, we control the

clustering by only two parameters: an epsilon distance on which we evaluate the density

of points and a minimum number of points which sets as a threshold on the density to

define connected points. With the meaning of these two parameters in mind, one can

quickly test and select the value of these parameters to get the desired segmentation.

Finally, DBSCAN is suitable for implementations using kd-trees [Bentley, 1975] and

balltrees [Omohundro, 1989] to determine the neighbourhood of points, which avoids

calculating the total distance matrix and makes it very computing efficient.

To better perform the segmentation of the seismic data point cloud, we propose to add a

third parameter, a vertical exaggeration factor (𝑍𝑒𝑥𝑔). Seismic horizons and geobodies

are often laterally elongated structures rather than vertically. Therefore, multiplying

the point cloud’s vertical value by 𝑍𝑒𝑥𝑔 accentuates the vertical distance between the

points (figure 3.14). As a result, when segmenting the vertically exaggerated point cloud

with the same 𝐸𝑝𝑠 in the three spatial dimensions, the connection between the points

is laterally stronger than vertically. Thus, the segmentation better accommodates the

lateral extent of the seismic features (figure 3.15).

The choice of DBSCAN hyperparameters – 𝐸𝑝𝑠, 𝑀𝑖𝑛𝑃𝑡𝑠 and 𝑍𝑒𝑥𝑔 – mainly depends

on the density of the point cloud. The parameters must be adjusted to each other. As a

general principle, the higher 𝐸𝑝𝑠, the wider the structures will be. On the other hand,

𝑍𝑒𝑥𝑔 has to be strictly inferior to 𝐸𝑝𝑠 to allow the clustering of points with vertical

offsets. These distances have to fit the interpretation target and depend on how extensive

and connected the geobodies are. After choosing the values for 𝐸𝑝𝑠 and 𝑍𝑒𝑥𝑔, the
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Figure 3.14: Vertical exaggeration of a seismic data point cloud for 𝑍𝑒𝑥𝑔=1 (a) and
𝑍𝑒𝑥𝑔=2 (b).

Figure 3.15: Illustration of the impact of 𝑍𝑒𝑥𝑔 on the segmentation with DBSCAN for
𝑍𝑒𝑥𝑔=1 (a) and 𝑍𝑒𝑥𝑔=2 (b). Other DBSCAN parameters (𝐸𝑝𝑠 & 𝑀𝑖𝑛𝑃𝑡𝑠) are identic

for both clusterings. Every cluster is associated with a random color.
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Figure 3.16: Kernel density distribution of the number of neighbours in the epsilon-
neighbourhood of the points for 𝐸𝑝𝑠=8. It indicates a value between 50 and 100 to be

considered as 𝑀𝑖𝑛𝑃𝑡𝑠 given the selected 𝐸𝑝𝑠.

question is: how many points lie within each point’s epsilon-neighbourhood? A good

practice is plotting the number of neighbours within each point’s epsilon-neighbourhood

for the selected 𝐸𝑝𝑠 (figure 3.16). Based on Figure 3.16, most of the points (>75%) have

more than 100 neighbours. A small fraction has less than 50 neighbours; they probably

are noise points. We must adjust the value on how noisy the data is. Here, we could

consider a value between 50 to 100 for 𝑀𝑖𝑛𝑃𝑡𝑠.

Another interesting clustering algorithm for the segmentation of the seismic point cloud

is Hierarchical Density-Based Spatial Clustering of Applications with Noise (HDB-

SCAN). HDBSCAN was developed by Campello et al. [2013] and was inspired by

DBSCAN. In McInnes et al. [2017]’s implementation, HDBSCAN operates similarly

to DBSCAN to transform the space according to the density of the points. It computes

the mutual connectivity between the data points by progressively increasing the epsilon

value. All these mutually connected data points form a graph called minimum-spaning-

tree for mutual reachability distance. We represent this tree as a dendrogram (figure

3.17). The dendrogram is obtained by sorting the edges of the tree by distance and

creating a new merged cluster for each edge. We can also describe this dendrogram as

DBSCAN clusters varying epsilon values integrated into a hierarchical tree of the differ-

ent cluster levels. This hierarchical tree is then condensed to a simpler tree of persistent

clusters. This more condensed tree representation is based on the notion of minimum
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Figure 3.17: Gradually increasing radius 𝑟 causing the generation and merging of new
clusters. This can also be visualised with the help of a dendrogram. From Steffens

[2022].

cluster size (𝑚𝑖𝑛_𝑐𝑙_𝑠𝑖𝑧𝑒). 𝑚𝑖𝑛_𝑐𝑙_𝑠𝑖𝑧𝑒 is an hyper-parameter of HDBSCAN. Starting

from the top of the dendrogram, at each split, a conditional statement is performed

regarding the size of the new clusters produced. If one of the new clusters produced by

a split has fewer points than the 𝑚𝑖𝑛_𝑐𝑙_𝑠𝑖𝑧𝑒, these points are considered as falling out

of the cluster. But, on the other hand, if the two clusters have at least the 𝑚𝑖𝑛_𝑐𝑙_𝑠𝑖𝑧𝑒,

then the split persists in the tree. In this condensed tree representation, the width of

the line represents the number of points in the cluster. The condensed tree is expressed

using lambda, the inverse of the epsilon distance: 𝜆 = 1
𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒

. From this condensed tree

representation, we extract the most significant clusters. For each cluster in the condensed
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tree, we compute the stability as:

𝑆𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦𝑐𝑙𝑢𝑠𝑡𝑒𝑟 =
∑︁

𝑝∈𝑐𝑙𝑢𝑠𝑡𝑒𝑟
(𝜆𝑝 − 𝜆𝑏𝑖𝑟𝑡ℎ) (3.2)

Where 𝜆𝑝 is the lambda value at which that point fell out of the cluster, and 𝜆𝑏𝑖𝑟𝑡ℎ

is the lambda value at the split at which the cluster starts. We can also view that

representation as a measure of cluster stability over the varying epsilon distances in the

DBSCAN framework [McInnes et al., 2017]. The points that fell out of the tree at higher

hierarchical positions than any selected stable cluster in their parent splits are considered

noise. We illustrate how HDBSCAN works on an example dataset in figure 3.18.

Given a proper hyper-parameter selection, HDBSCAN (𝑚𝑖𝑛_𝑐𝑙_𝑠𝑖𝑧𝑒 = 200) and DB-

SCAN (𝑒𝑝𝑠 = 2.0, 𝑀𝑖𝑛𝑃𝑡𝑠 = 8) produce a segmentation of the seismic point cloud of

similar quality. Figure 3.19 illustrates the segmentation performed by both algorithms

on a small cube. It shows the best realisation of both solutions obtained with a minimal

effort to tune the hyper-parameters - 5 minutes of manual tuning of the parameters.

DBSCAN leads to 2,186 clusters and HDBSCAN to 273 clusters only. However, the

difference is due to small clusters preserved in DBSCAN result. Indeed, only 237 clus-

ters have more than 200 points. Both algorithms are based on the same approach of

density-connectivity between the points of the same clusters. And both algorithms lead

to similar results: all the main clusters of both segmentation in Figure 3.19 are identical,

whether it is a wide horizon or a more constrained body.

HDBSCAN offers several positive arguments for the segmentation of the seismic cube.

Compared to DBSCAN, HDBSCAN relies on a more intuitive parameter: the minimum

cluster size is more straightforward to apprehend than the estimation of the point density

coming from the two parameters of DBSCAN - the epsilon distance and the minimum

number of points. HDBSCAN also offers the possibility of having varying density clus-

ters. Moreover, HDBSCAN adds a hierarchical component to the seismic segmentation,

which applies well to the notion of segmentation of geological objects (figure 3.20). In

the example of a turbidite fan, we could segment a fan into lobes and a channel feeder,

or we could segment it at the turbidite fan level, or we could segment it together with

58



Chapter 3. Segmentation of 3D seismic

Figure 3.18: Illustration of the different operations performed by HDBSCAN on an
example dataset to extract clusters. Adapted from McInnes et al. [2017] and HDBSCAN

documentation [McInnes, 2022].

Figure 3.19: Comparison of DBSCAN and HDBSCAN results on the segmentation of
a small 3D cube.
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Figure 3.20: Illustration of the notion of hierarchy in the geologic structures.

its stratigraphic unit. Selecting the cluster level on a hierarchical tree would provide

adaptability to the segmentation. Thus, it would allow adapting the segmentation to the

interpretation task.

However, several arguments favour the choice of DBSCAN rather than HDBSCAN.

Firstly, working on a specific connectivity distance is better when working on the

segmentation of a seismic cube. If having varying density clusters is beneficial for

other applications, this is not the case for the segmentation of seismic point clouds. We

obtain the seismic point clouds from data evenly sampled in the 3D space. Therefore,

it is better to apply the same minimal distance delimiting connectivity of the clusters
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of points. Thus setting a specific epsilon-connectivity for the entire cube is better than

basing it on the cluster stability over varying epsilon distances. The cluster stability

could merge subtle features into wider, more stable horizons. HDBSCAN, in its current

implementation, does not allow the interpreter to control the clustering level. Secondly,

DBSCAN scales better to large datasets. McInnes and Healy [2017]’s implementation

of HDBSCAN offers a significant performance improvement, bringing to approximately

a 𝑂 (𝑁𝑙𝑜𝑔𝑁) time complexity. But still, HDBSCAN does not scale well to a large

dataset such as the 3D point clouds we intend to process for seismic application. Ester

et al. [1996]’s implementation of DBSCAN is more adapted to large datasets with several

millions of points. For instance, the segmentation of 752,841 points used for Figure 3.19

took 1.6s for DBSCAN -Zhou et al. [2018]’s implementation- and 54s for HDBSCAN

-McInnes and Healy [2017]’s implementation-. And this execution time difference

will only increase with bigger seismic cubes. Time performance being a requirement

for the practicality of the proposed method, DBSCAN is advised and will be used for

segmentation throughout the rest of this thesis.

3.3.3 Application of the segmentation to the validation dataset point

cloud

We now apply the segmentation to the point cloud obtained from the validation dataset

and described in section 3.2.3. After some initial tests to determine acceptable parameter

values, we choose an epsilon value of 2.5 and a minimum number of points of 16 to

perform the segmentation with DBSCAN. We do not add a vertical exaggeration to the

segmentation. The segmentation runs in 4 minutes for a point cloud of 43,201,714

points. The segmentation result is displayed in Figure 3.21. The segmentation contains

60,388 clusters. The biggest cluster has 4,269,134 points, and only 3% of the clusters

have more than 1,000 points (1,605 clusters). The number of noise points is 1,614,360.

So, it represents a noise ratio of 3.7%, which is an acceptable proportion.

Figure 3.22 focuses on the impact of the segmentation on the two turbidites of interest

in the validation dataset. As desired, we observe that the two fans are segmented into

two clusters. The segmentation is good: the two fans are neither associated in the same
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Figure 3.21: Results of the segmentation with DBSCAN (𝐸𝑝𝑠:2.5, 𝑀𝑖𝑛𝑃𝑡𝑠:16) on the
point cloud obtained from the validation dataset.

cluster as other surrounding structures (under-segmentation) nor split into several clusters

(over-segmentation). Even the more isolated points, such as the ones that constitute the

feeder channels, are nicely preserved. However, by comparing the turbidite fan extracted

with the point cloud segmentation to the turbidite fan extracted with Petrel seed-based

auto-tracking (figure 3.23), we notice that low amplitude elements at the edges of the

geobody are not preserved. It is probably due to the amplitude cut-off. Also, some less

connected parts of the fan are missing at the South-East and South-West. Fine-tuning the

amplitude filtering and segmentation parameters could improve the results, preserving

lower amplitude and merging lower connected bodies during the segmentation. But the

eventuality of missing a part of a geobody in the segmentation is a potential limitation

to the point cloud segmentation method.
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Figure 3.22: Results of the segmentation focused on the area were the turbidite fans
are. (a) and (b) show the two turbidites among the surrounding structures recorded in

the seismic data. (c) and (d) show the two turbidites extracted.

Figure 3.23: Comparison between the same turbidite fan extracted (a) by using Petrel
seed-based auto-tracker, and (b) by using the point cloud segmentation method. The

manual interpretation from Petrel is considered as ground truth for comparison.
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Figure 3.24: Three main segmentation problems have been identified in the segmen-
tation of the seismic point cloud: under-segmentation, over-segmentation and interpre-

tation mainly as noise.

3.3.4 Evaluation of the Segmentation

3.3.4.1 Methods

The ability to evaluate and reflect on the quality of the interpretation is fundamen-

tal. Especially with automated interpretation processes, evaluation becomes even more

important to ensure some level of control. With the proposed seismic segmentation

method, a result gets obtained in a matter of minutes. The result of the segmentation

can be evaluated visually and qualitatively. However, it is not straightforward to make a

decision visually, especially for seismic of large size. Another way to evaluate the quality

of the segmentation can be indirectly by the effectiveness of the subsequent usage of the

segmentation. For instance, we can base the evaluation on the success of the detection

of particular geobodies. But, here, we want to provide a way to quantitatively assess the

quality of the segmentation before doing any subsequent processing steps. We present

some methods that provide evaluation metrics of the quality of the segmentation both at

a global level and a cluster level.

Three main problems are identified in seismic segmentation: under-segmentation, over-

segmentation and interpretation as noise for the better part of the seismic (figure 3.24).

We often characterize under-segmentation as horizons merged together, but it could

also refer to a more subtle feature segmented as part of a wider horizon. The over-

segmentation often results in a very high proportion of tiny segments, making their
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interpretation impossible. Generally, a balance always needs to be found in the seg-

mentation between under-segmentation and over-segmentation. A segmentation mainly

interpreted as noise is easy to identify. Still, it could lead to dramatic results if included

in a fully automatic pipeline with no evaluation of the quality of the segmentation. These

three problems could potentially lead to an incorrect segmentation of the geobodies in

the seismic data and lead to an unsuccessful detection. Thus it justifies the need for a

quantitative evaluation of the segmentation results early on.

Most of the segmentation evaluation methods present in the literature involve ground

truth comparison. The accuracy is commonly evaluated compared to a segmentation

manually labelled [Tarsha Kurdi and Awrangjeb, 2020]. However, a full segmented

ground truth seismic is not available in this work. And from a practical point of view,

a ground truth will not be available for real-world projects. Another approach is to

evaluate the segmentation based on the homogeneity of the segmentation clusters or

regions. The segmentation quality then derives from aggregating the local quality of its

constituent segments. Zhang et al. [2003] propose a segmentation evaluation method

based on information theory. They use pixel entropy to measure the pixel luminance

(colour) uniformity within a region. Troya-Galvis et al. [2015] studied 5 homogeneity

indexes: pixel entropy, contrast [Vojodi et al., 2013], CIELAB contrast [Chen and Wang,

2004], cohesion [Corcoran et al., 2010] and variance [Johnson and Xie, 2011] to quantify

under- and over-segmentation of an image. They proposed two aggregation functions

that one can use to combine these local quality estimates into a global quality score.

Their experiment demonstrates that the suggested metrics can be utilized to identify

under- and over-segmentation errors. However, the choice of the local quality estimates

must be selected according to the type of segmentation task that one wishes to perform.

Also, all these segmentation evaluation metrics were designed for image analysis. It

needs to be adapted to the nature of point-cloud segments.

To evaluate the quality of the segmentation of the seismic point cloud, we propose

to base the evaluation methods on intuitive quantitative criteria. Intuitively, a good

segmentation would typically display:
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(i) A low number of noise points to avoid having only noise points classification from

the segmentation.

(ii) A large number of clusters of significant size. We expect a high number of sig-

nificant clusters to be a good way to ensure a balance between under- and over-

segmentation. Indeed, an under-segmented seismic would potentially lead to big

segments (e.g. horizons) merged together. The number of big clusters is therefore

reduced compared to what it would be if they were divided into individual big

clusters. On the opposite, an over-segmented seismic would potentially lead to

a big segment split into many small clusters, too small to qualify to be counted

as clusters of significant size. Hence, again, reducing the number of significant

clusters.

(iii) Clusters would have a low ratio of superposed layers in the depth/time direction.

By nature, the geological geobodies resulting from fluvial deposit phenomena are

primarily laterally extended. Therefore, the overlap of two seismic events will

generally indicate under-segmentation.

(iv) Amplitude being homogeneously spatially distributed within a cluster. We expect

continuity in the amplitude texture of a segment representing a single geobody. A

hard edge contrast of amplitude would typically suggest that two different events

are segmented together.

However, these four criteria should be analysed with flexibility regarding estimations

of the segmentation quality. First, it is expected to have some noise remaining as the

seismic reflectivity data is a noisy indirect measure. Second, it is expected that some

geobodies might display an overlap. For instance, with turbidite fans, it is not unlikely

to find some lobes overlapping or partially overlapping. Third, it is expected that some

segments might display some hard edges of amplitude. For instance, the wide horizons

are likely to contain some minor faults that might have affected the amplitude distribution

and provoked some hard edges in the amplitude distribution.
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All these four criteria translate into four metrics used to evaluate the segmentation. The

first two metrics are straightforward. The metric considered for assessing the proportion

of noise points is simply the ratio of noise point (𝑟𝑛𝑜𝑖𝑠𝑒) in the seismic (equation 3.3).

𝑟𝑛𝑜𝑖𝑠𝑒 =
𝑛𝑛𝑜𝑖𝑠𝑒_𝑝𝑜𝑖𝑛𝑡𝑠

𝑛𝑝𝑜𝑖𝑛𝑡𝑠
(3.3)

Regarding the number of significant clusters, the interpreter inputs a minimal number

of points (𝛿𝑏𝑖𝑔_𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠) to the evaluation. We consider a cluster with more points than

this threshold as significant. The choice of this number of points should depend on the

seismic size and resolution. In order to keep a score between [0;1], the ratio of significant

clusters is computed (𝑟𝑏𝑖𝑔_𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠). We obtain this ratio by dividing the number of big

clusters by the maximum possible number of big clusters in the seismic (equation 3.4).

The maximum possible number of big clusters in the seismic point cloud is the integer

portion of the division of the number of points in the point cloud by the threshold

defining the minimal size of a big cluster.

𝑟𝑏𝑖𝑔_𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠 =
𝑛𝑏𝑖𝑔_𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠

𝑖𝑛𝑡 (𝑛𝑝𝑜𝑖𝑛𝑡𝑠/𝛿𝑏𝑖𝑔_𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠)
(3.4)

We estimate the ratio of overlapping layers for each cluster. We compute an approxima-

tion by counting the number of overlapping points in the trace direction in the cluster,

the Horizontally Superposed Layers index - 𝐻𝑆𝐿 - (equation 3.5). For each unique (𝑥,𝑦)

point coordinate in the cluster, we sum the number of points with this given coordinate.

Then, we divide this number by the number of unique pairs to obtain a ratio. Figure

3.25 illustrates the count of overlapping points on two traces.

𝐻𝑆𝐿 (𝑅 𝑗 ) =
1

𝑆(𝑥,𝑦) 𝑗

∑︁
𝑥∈𝑋 𝑗

∑︁
𝑦∈𝑌 𝑗

𝑁(𝑥,𝑦) 𝑗 (3.5)

where 𝑋 𝑗 is the unique coordinate 𝑥 in the region 𝑗 (𝑅 𝑗 ); 𝑌 𝑗 is the unique coordinate 𝑦

in 𝑅 𝑗 ; 𝑆(𝑥,𝑦) 𝑗 is the number of unique pair of coordinates (𝑥,𝑦) in 𝑅 𝑗 ; and 𝑁(𝑥,𝑦) 𝑗 is the

number of points with coordinates (𝑥, 𝑦) in 𝑅 𝑗 . We compute the mean of the 𝐻𝑆𝐿 of
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Figure 3.25: The point cloud is a segment of the seismic reflectivity data displaying
overlapping structures. The count of overlapping points is illustrated for two doubles

of (𝑥, 𝑦) coordinates.

all clusters to obtain a global metric. To get a more representative score, we weigh the

mean of 𝐻𝑆𝐿 by the number of points in the cluster (𝐻𝑆𝐿𝑤).

For the estimation of amplitude homogeneity within each segment, we first tried the

region entropy [Zhang et al., 2003], adapted to a point cloud (equation 3.6).

𝐻 (𝑅 𝑗 ) = −
∑︁
𝑚∈𝑉 𝑗

𝐿 𝑗 (𝑚)
𝑆 𝑗

𝑙𝑜𝑔
𝐿 𝑗 (𝑚)
𝑆 𝑗

(3.6)

where 𝑉 𝑗 is the set of all possible values in 𝑅 𝑗 , 𝐿 𝑗 (𝑚) is the number of points in 𝑅 𝑗

that have the value 𝑚, and 𝑆 𝑗 is the number of points in 𝑅 𝑗 . This definition of entropy

is designed for analysing the distribution of a categorical variable. To conform to this

definition, we first classify the amplitude distribution in each segment into 100 bins.

Hence, 𝑉 𝑗 represents these 100 possible categories. And 𝐿 𝑗 (𝑚)
𝑆 𝑗

can be seen as the

probability of a point belonging to a specific category. A better solution would be to use

the limiting density of discrete points formula [Jaynes, 1968] which extends the idea of

Shannon entropy [Shannon, 1948] to continuous variables.

However, the entropy provides a measure of the overall amplitude distribution of a

segment, but it does not measure its spatial distribution. The spatial distribution of

amplitude is essential to determine the consistency of a segment. Indeed the continuity
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of amplitude often reflects some depositional patterns and thus are indicators of points

belonging to the same depositional event.

We propose to use Zeboudj’s internal disparity (𝐶𝐼) adapted to measure the spatial

distribution of amplitude in a point cloud (equation 3.7). 𝐶𝐼 was first introduced by

Zeboudj [1988] and used by Vojodi et al. [2013] as an evaluation criterion of the internal

disparity of a property in a region.

𝐶𝐼 (𝑅 𝑗 ) =
1
𝑆 𝑗

∑︁
𝑠∈𝑅 𝑗

𝑚𝑎𝑥(𝐶 (𝑠, 𝑡), 𝑡 ∈ 𝑊𝛿 (𝑠) ∩ 𝑅 𝑗 ) (3.7)

with:

𝐶 (𝑠, 𝑡) = 𝐴𝑚𝑝(𝑠) − 𝐴𝑚𝑝(𝑡)
𝐴𝑚𝑝𝑚𝑎𝑥

(3.8)

where 𝑆 𝑗 is the number of points in the region 𝑅 𝑗 . 𝑊𝛿 (𝑠) are the ensemble of neigh-

bouring points at a distance 𝛿 of the point 𝑠. 𝛿 is a parameter that needs to be selected

when performing the evaluation. It is the sphere’s radius centred on 𝑠 defining its neigh-

bourhood. We should choose 𝛿 considering the maximal distance between two points

that should not differ too much to have a homogeneous spatial amplitude distribution. It

should typically be a low number such as 3 for a seismic dataset, where point resolution

is 1 in the three dimensions. 𝐴𝑚𝑝(𝑠) is the amplitude value of point 𝑠. 𝐴𝑚𝑝𝑚𝑎𝑥 is the

maximum amplitude value in the seismic reflectivity data. In simpler terms, 𝐶𝐼 (𝑅 𝑗 )

can be described as the mean of the maximum amplitude difference between each point

and its immediate neighbouring points of a segment. Figure 3.26 presents the results

of entropy value and Zeboudj’s internal disparity of two point clouds. The first one

(figure 3.26.a) is homogeneous in amplitude while the second one (figure 3.26.b) has

a more heterogeneous spatial distribution. This difference between the two clusters

is well captured by 𝐶𝐼 (𝑅 𝑗 ) – two times higher in the second point cloud. But it is

less reflected in 𝐻 (𝑅 𝑗 ) - only a 5% difference of 𝐻 (𝑅 𝑗 ). This is due to 𝐻 (𝑅 𝑗 ) being

based on the discretized amplitude distribution (figure 3.26 c & d) and not reflecting

the spatial distribution of the amplitude. The efficiency of 𝐶𝐼 (𝑅 𝑗 ) versus 𝐻 (𝑅 𝑗 ) to

distinct homogeneous and heterogeneous regions are illustrated in Figure 3.27. It shows

for each metric 8 point clouds corresponding to 4 highs and 4 lows sampled among
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Figure 3.26: Illustration of the amplitude entropy (purple) and the Zeboudj’s internal
disparity (blue) on an homogeneous point cloud (a) and an heterogeneous point cloud
(b). (c) and (d) display the discretized amplitude distribution of the point clouds,
respectively (a) and (b). That discretized amplitude distribution is used to compute the

amplitude entropy.

the clusters of the validation dataset. For 𝐶𝐼 (𝑅 𝑗 ), we observe a clear distinction of

amplitude homogeneity. However, we cannot make such a clear distinction for the 8

point clouds sampled for 𝐻 (𝑅 𝑗 ).

Likewise, the mean of the 𝐶𝐼 (𝑅 𝑗 ) of all clusters is computed, weighted by the number

of points in the cluster, to provide a global metric for the entire segmentation result.

We can use all these four metrics to evaluate a segmentation result of a seismic cube. The

amplitude continuity approximated by 𝐶𝐼 is theoretically a good approach to evaluate

cluster consistency. However, practically, the seismic amplitude is too noisy to provide

a good indicator of the segmentation quality. Hence we propose not to use it for the

global quality score of the segmentation (𝛽). We propose to combine the tree metrics

𝑟𝑛𝑜𝑖𝑠𝑒, 𝑟𝑏𝑖𝑔−𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠 and 𝐻𝑆𝐿𝑤 as in equation 3.9 to obtain a global segmentation quality

score (𝛽𝑠𝑒𝑔𝑚𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛).

𝛽𝑠𝑒𝑔𝑚𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛 =
𝑟𝑏𝑖𝑔_𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠 (1 − 𝑟𝑛𝑜𝑖𝑠𝑒)

𝐻𝑆𝐿𝑤

(3.9)
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Figure 3.27: For each metric Entropy (a) and Zeboudj’s internal disparity (b), 4 high
metric value point clouds and 4 low metric value point clouds are sampled and displayed

among all the development test clusters.

However, 𝛽𝑠𝑒𝑔𝑚𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛 should not be interpreted as an absolute metric for evaluating

the quality of the segmentation but rather as a relative metric to compare two different

segmentation results and evaluate their relative quality.

In addition to this global segmentation score, 𝐻𝑆𝐿 and 𝐶𝐼 provide a cluster-level

evaluation. 𝐻𝑆𝐿 (𝑅 𝑗 ) give an approximation of the overlapping structures of the cluster.

And𝐶𝐼 (𝑅 𝑗 ) give an approximation of the homogeneity of the cluster. These two metrics

can help sort the clusters based on the quality of their segmentation. Thus it allows for

identifying clusters with segmentation problems which might need further optimisation.
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Figure 3.28: Validation set for the evaluation of the segmentation. This 7 realisations
of the segmentation of the validation dataset were obtained by varying the DBSCAN
parameters for the segmentation (𝑒𝑝𝑠 and 𝑀𝑖𝑛𝑃𝑡𝑠). The realisations are sorted from

over-segmented to under-segmented and identified by a number between 1 and 7.

Evaluation of the 7 segmentation realisations

Realisation 1 2 3 4 5 6 7
𝑟𝑛𝑜𝑖𝑠𝑒 0.9950 0.5751 0.2022 0.2396 0.2067 0.1496 0.0390
𝑟𝑏𝑖𝑔−𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠 0.0025 0.0374 0.0448 0.0468 0.0448 0.0353 0.0064
𝐻𝑆𝐿𝑤 1.7390 1.0880 1.2450 1.1370 1.2618 2.5632 16.5107

𝛽𝑠𝑒𝑔𝑚𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛 0.000007 0.014599 0.028704 0.031270 0.028160 0.011712 0.000371

Table 3.1: Global segmentation scores of the 7 realisations obtained from the validation
dataset.

3.3.4.2 Validation on the validation dataset

Global segmentation score

In order to validate this global segmentation score, we propose the following experiment:

7 different realisations of the segmentation of the validation dataset were realised by

choosing different 𝑒𝑝𝑠 and 𝑀𝑖𝑛𝑃𝑡𝑠 values (figure 3.28). These the 7 realisations

were analysed and sorted from over-segmented to under-segmented. We judged one

realisation as mainly noisy, one as over-segmented, two from under-segmented to very

under-segmented, and three realisations as good segmentation.
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Figure 3.29: Variation of the global segmentation metrics versus the different segmen-
tation realisations sorted from over-segmented to under-segmented. To be visible on
the interval [0; 1], each metric is plotted as a ratio over the maximum metric score of

that metric for the 7 realisations.

We present the global segmentation scores of each realisation in Table 3.1. Figure

3.29 presents the variations of these global segmentation metrics against the different

segmentation realisations sorted from over-segmented to under-segmented. 𝑟𝑛𝑜𝑖𝑠𝑒 turns

out to be a good indicator of over-segmentation, 𝐻𝑆𝐿𝑤 is a good indicator of under-

segmentation, and 𝑟𝑏𝑖𝑔−𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠 is a good indicator of a good segmentation. 𝛽𝑠𝑒𝑔𝑚𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛

judged the 3 "good-segmentation" realisations with significantly higher scores. The

results suggest that the realisation 4 presents the best segmentation quality. Amongst the

seven values sampled pairs, the best segmentation parameter values are an 𝑒𝑝𝑠 of 2.0

and a 𝑀𝑖𝑛𝑃𝑡𝑠 of 8. Overall, 𝛽𝑠𝑒𝑔𝑚𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛 seems to be an appropriate metric to evaluate

the quality of the segmentation of a seismic data point cloud. This experiment validates

the use of 𝛽𝑠𝑒𝑔𝑚𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛 to compare relative segmentation qualities of seismic data point

clouds.

Cluster-level segmentation score

We also evaluated the segmentation quality at a cluster level. 𝐻𝑆𝐿 and 𝐶𝐼 provide a

score of segment quality for each cluster. Thus, 𝐻𝑆𝐿 and𝐶𝐼 allow sorting the clusters by

quality. Figure 3.30 presents the results of both metrics for each cluster with more than

73



Chapter 3. Segmentation of 3D seismic

Figure 3.30: Segmentation evaluation metric at a cluster-level - (a) 𝐻𝑆𝐿 and (b) 𝐶𝐼 -
for the 404 main segments of the validation dataset. In red, we plot a quality threshold
for each metric to identify segments with high overlap and high amplitude disparity.

5,000 points from the validation dataset. We note little overlaps in most of the clusters.

Only 10 clusters have more than 5% of their points overlapping. 𝐶𝐼 was computed on

a neighbourhood radius of 2.5. The internal disparity of the clusters is low and evenly

distributed over all clusters. We note 55 clusters possess an amplitude disparity higher

than 0.02. The metrics used at a cluster level offer a solution to identify point clouds

with overlap or heterogeneous amplitude distribution quickly.
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3.3.5 Optimisation of the Segmentation

3.3.5.1 Methods

After an initial segmentation of the seismic reflectivity data, we can improve upon that

first segmentation. Indeed, achieving a perfect full-volume seismic segmentation for

all structures in the cube is not realistic. Seismic reflectivity data are often too noisy,

and the structures are too varied for a single set of DBSCAN parameters to produce a

perfect segmentation. We propose to improve the initial segmentation by identifying

bad quality segments and computing a new segmentation of these clusters.

There are two scenarios for optimising a bad quality segment: (i) it can be merged with

neighbouring segments – solving over-segmentation errors, and (ii) it can be divided

into more uniform segments – solving under-segmentation errors.

Regarding the first scenario, merge operations, we propose to base the merge of neigh-

bouring segments on the condition that the union of the two segments as one segment is

better than their division. Figure 3.31 presents the conceptual flowchart for optimising

an initial segmentation through the merge operations. First, we input the initial seg-

mentation obtained with DBSCAN. Then, we iterate over the segments and evaluate the

possible merge with a neighbouring segment. We define neighbours as the segments

at a distance less than the value input for optimisation. In addition, the two segments

assessed must have a better segmentation score considering the metrics presented in

section 3.3.3. If so, we merge the two segments and assess the next segment until

all segments have been assessed. However, in practice, this iterative process is very

time-consuming, and its application might reduce the performance of the seismic data

segmentation method presented here. Moreover, the benefit is limited compared to the

optimisation provided. Thus, we will not apply this optimisation for the main seismic

applications presented in chapter 5.

Regarding the second scenario, division operations, we propose to base the division on a

finer segmentation performed only on the segments that require further optimisation. We

carry out several segmentations with DBSCAN set up with different hyper-parameters
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Figure 3.31: Flowchart of the optimisation of the segmentation by merge of neigh-
bouring segments, merge operations.
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Figure 3.32: Flowchart of the optimisation of the segmentation by division of under-
segmented segments, division operations.
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and keep the best realisation. Figure 3.32 presents the conceptual flowchart for opti-

mising an initial segmentation through the division operations. Our first step consists

of identifying the segments of bad segmentation quality. As presented in section 3.3.3,

𝐻𝑆𝐿 is a good metric to identify under-segmented clusters. To further refine this selec-

tion, we can perform a visual validation of the selected segments to narrow it down to the

essential segments. Then, we define an exhaustive search over DBSCAN segmentation

parameter values to find the best parameter set. The parameter space to explore must

be input at the start of the optimisation process. Again, we get the best segmentation

considering 𝛽𝑠𝑒𝑔𝑚𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛. We keep the division if its score is higher than the score of the

initial segment. And we repeat this process for all segments with an under-segmentation.

3.3.5.2 Validation of the optimisation

In order to validate the division-operation optimisation, we apply that procedure to an

example segment. We selected the example segment because it had a high 𝐻𝑆𝐿 value

and presented interesting geological structures. Indeed, two turbidite fans are clustered

in the same cluster. We can tell there are two different fans because the sediments came

from two distinct feeder systems (figure 3.33). The validation procedure consists of

testing if the division-operation optimisation algorithm can distinguish the two clusters.

The optimisation successfully extracted a segmentation differentiating the two turbidite

fans. Figure 3.34 shows the results of the optimisations. We vary 𝑒𝑝𝑠 between 2.2

and 2.95 with an increment of 0.15, and we vary 𝑀𝑖𝑛𝑃𝑡𝑠 between 14 and 23 with an

increment of 3, which leads to a total of 24 realisations. For each realisation we compute

𝛽𝑠𝑒𝑔𝑚𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛. The total processing time for the optimisation process is 19s for a cluster

of 242,150 points. We observe that 12 realisations differentiate the two turbidite fans.

And the 6 best scores accurately distinguish the two fans. The small differences in

scores are due to noise points and very small clusters interpreted differently between the

realisations.

A more sensible choice of the parameter values can improve the grid search. Indeed,

we observe eight realisations segmented only as noise in this example. It is due to the

choices of pairs of (𝑒𝑝𝑠, 𝑀𝑖𝑛𝑃𝑡𝑠) leading to a density of points too high to find any core
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Figure 3.33: Under-segmentation problem of two turbidite fans being segmented in
the same cluster.

Figure 3.34: Grid-search over 𝑒𝑝𝑠 and 𝑀𝑖𝑛𝑃𝑡𝑠 and corresponding segmentations. The
optimal realisation segments the initial segment in two main clusters differentiating the

two turbidite present in this initial segment.
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point for this point cloud. Analysing the point density beforehand would lead to these

realisations being disregarded, saving time in the optimisation process.

3.4 Conclusion and discussion

In this chapter, we presented a fast and robust workflow to perform a segmentation of

the full seismic volume at once. The workflow starts with filtering of the seismic data

through extrema extraction, weak amplitude cut-off and low coherence cut-off (but other

seismic attributes could be used). The filtering produces a point cloud representation

of the seismic data. The point cloud is then segmented into spatially connected clusters

using the DBSCAN algorithm. Every step of the workflow outputs an interactive visual,

allowing the choice of parameter values to be adjusted. As a result of the workflow,

a seismic cube is collapsed into segmented objects that can be quality controlled and

interpreted towards the target geological objects.

Furthermore, we presented methods to quantify the quality of the obtained segmentation

and improve it where necessary. The quality evaluation is based on predefined metrics

analysing the segmentation both at a global level and a cluster level. Manual quality

checks are still required to better assess the realism of the segmentation, in particular

when additional geological information is known. However, these quantitative metrics

provide a quick and unbiased score to a segmentation realisation and detect poor quality

segments. We perform a parameter search on DBSCAN hyper-parameters to improve

the poor quality segments and find a more optimal realisation. Not discussed here and

that could be done, there is the possibility to include the amplitude cut-off value and

coherence cut-off value as parameters to explore in the optimisation process.

The proposed workflow meets all the requirements outlined in the introduction of this

chapter. It segments the seismic into connected objects regardless of their scales:

extended horizons and more subtle events such as fan deposits. It is extremely fast to

compute. Working with a point cloud format makes the seismic easier to manage and

quicker to process. Indeed, the point cloud extraction reduces the volume of data by a

factor of 100. Moreover, treating the segmentation as a density-connectivity problem
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with DBSCAN decreases the computational complexity compared to treating it as an

optimisation or region-growing problem.

The seismic segmentation performed here does not aim to replace the existing manual

expert seismic interpretation workflow. Instead, it provides a new perspective on how to

look at seismic data with respect to interpretational uncertainty. The workflow enables a

reduction in routine horizon picking and allows to focus on interpretational uncertainty.

The segmentation outputs the main horizons. However, the horizons here are clusters

of points, not surfaces. For sequence stratigraphic seismic interpretation, to construct

relative geological age, the interpreters often need to work with a stack of surface-

horizons that are smoother than the point-horizons directly extracted from the seismic

data [de Groot et al., 2010, Paumard et al., 2019]. Extracting surface-horizons includes

an additional degree of geological interpretations, moving from the data toward a model

representation.

The primary purpose of applying this seismic segmentation method is geobody detection,

but it also benefits well correlation frameworks. The sparse visualisation offered by the

point cloud representation allows for visualising the continuity of geological events

between the wells. Moreover, our seismic segmentation provides a level of detail higher

than the standard seismic interpretation workflows. The point cloud segmentation

provides the main stratigraphic horizons constraining the main correlations between

wells and also the subtle bodies, which allow a refined comprehension of event continuity

across wells -geobodies correlatable or not-.

Figure 3.35: Horizons tracked across fault blocks using Dynamic Time Wrapping for
signal correlation. Figure modified from [Bugge et al., 2019].
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When using this seismic segmentation method, a few limitations and drawbacks are

important to keep in mind. Firstly, filtering on coherence leads to a loss of information

at the fault areas. So, we might be missing features located in heavily faulted regions.

Secondly, if the signal-to-noise ratio in the seismic data is low, it will impact the quality

of the segmentation. Indeed, a high proportion of noise can lead to two undesired

outcomes: (i) the loss of lots of information at the coherence filtering or (ii) an under-

segmentation of the seismic due to noise points creating false connectivities between

seismic events. Finally, the segmentation does not include across-fault interpretations.

In the case where an event is faulted from part to part in the seismic, the segmentation

will not find connectivity between the points. Instead, it will interpret it as two distinct

clusters. Adding across fault block horizon tracking as a post-processing step to the

segmentation could be one approach to resolve this problem. For instance, the dynamic

time warping (DTW) algorithm [Müller, 2007, Sakoe and Chiba, 1978] can find matching

sequences in two seismic traces across two fault blocks [Bugge et al., 2019, 2018, Jin

et al., 2017] (figure 3.35). DTW matches effectively and accurately one-dimension

sequences or time series with non-linear oscillations along the time axis. Moreover, it

is robust to shifts and missing sequences, which is essential when comparing seismic

traces [Hale, 2013].
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Detection of 3D geobodies in a

segmented seismic

4.1 Introduction

This chapter introduces a new workflow for detecting specific geobodies of interest

within seismic volumes from the segmented point cloud data. Object recognition and

retrieval constitute the second part of the methodology that directly follows the seismic

segmentation presented in chapter 3 (figure 1.7). The seismic segmentation provides

a delineation in 3D of all objects present in a seismic volume. The idea of geobody

detection is to add further semantic information to the segmented objects and enhance

their geological interpretation. Thus, the objects will no longer be just clusters of points

but will gain geological meaning with the elicited interpretation attached to them.

We work on the simpler problem of finding items that look like a geobody of interest and

screening them rather than classifying the entire volume for all geobody types. An ideal

solution would be to label every object with a geological type or meaning. However,

this is a highly complex and subjective task due to the diversity of geological labels and

object types possibly present in the subsurface. Therefore, here, we reduce the problem

of detecting a specific type of geobody amongst all objects in the seismic data. However,
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the proposed methodology is a general purpose and does not depend on the specifics of

the target geobody to detect.

4.1.1 Seismic attributes for geobody detection

The current most common approach to detect geobodies uses a combination of seismic

attributes to highlight and delineate the geobodies in the seismic. The most popular

attribute is spectral decomposition. First proposed by Partyka et al. [1999], spectral

decomposition is a powerful aid to imaging thin-bed reflection by exploring the data

in the frequency domain [Marfurt and Kirlin, 2001]. Thanks to multi-channel RGB

visualisation, spectral decomposition can capture three frequency bandwidths as three

colour channels to help identify subtle geological features not discernible with tra-

ditional seismic visualisation techniques [Henderson et al., 2007, Lawal et al., 2022,

Purves et al., 2007]. Thus, spectral decomposition has been successfully used to sup-

port the interpreter to better image channels and faults (figure 4.1). Other attributes

amplitude-derived attributes such as coherency, root-mean-square amplitude (RMS),

signal envelope or sweetness [Chopra and Marfurt, 2005, Hart, 2008] are also helpful

in detecting and delineating channels and other stratigraphic features manually. The

results of these analyses improve the geometry and delineation of geobodies and their

inner facies fill [Monier et al., 2021].

Seismic attribute image analysis does not solve the problem of automated detection of

geobody. Automated detection implies an algorithm to output the position and type of

geobodies, while seismic attributes allow a better definition of a geobody before manual

detection can be performed. These different seismic attributes enhance the physical

property contrast -e.g. lithological or fluid variations- on a seismic slice, allowing the

interpreter to delineate geobodies better. However, producing a good mapping of these

seismic attributes often requires prior knowledge of the position of a particular geobody

in order to extract a slice between the top and base of the geobody that the interpreter

wishes to map and to work with an accurate window of interest. Thus, this chapter aims

to go one step further towards automatically detecting specific geobodies based on their

characteristic geometries, shapes and seismic attribute distributions.
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Figure 4.1: A channel manually delineated shown on (a) spectral decomposition RBG
colour-blended map and (b) RMS amplitude extraction map. Both maps were extracted

between the top and base channel grids. Modified from Monier et al. [2021].

4.1.2 Deep learning approaches applied to geobody detection

4.1.2.1 State of the art results

Recently, several successful attempts at automatic geobody detection with deep learning

have been made.

Deep neural networks first delivered successful results on salt diapir and fault detection

by learning to classify and predict a mask on the desired geobody. Salts and faults

fit well with this image classification solution because they can be detected and char-

acterised from 2D images [Di et al., 2018, Shi et al., 2019, Waldeland and Solberg,

2017, Waldeland et al., 2018, Wu et al., 2019, Xiong et al., 2018]. Indeed salts have

poor internal reflectivity, leading to a broken, noisy pattern of reflectors in the seismic

reflection [Jones and Davison, 2014] identifiable in the section. In the same way, faults

cause discontinuities in reflectors observable in 2D.

Pham et al. [2019] go one step further in deep neural network solutions with the de-

tection of channels, which are more subtle seismic features, and harder to spot and

label on section views. Convolutional neural networks (CNN) trained on 3D samples

demonstrated promising results for automatic interpretation and quantitative analysis of

channels [Pham and Fomel, 2020, Pham et al., 2019]. However, a limitation of using
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Figure 4.2: Flowchart of training a CNN for channel detection on synthetic seismic
before applying to field seismic. Modified from Gao et al. [2021].

a CNN to detect channels is the need for a seismic dataset where all channels are la-

belled for training, something Gao et al. [2021] overcame by using a CNN trained on

synthetic data before applying it to a real seismic cube (figure 4.2). Gao et al. generated

the synthetic seismic by modelling realistic channel shapes using geologic numerical

simulations (python meanderpy by Sylvester et al. [2019]). They also added structural

deformations and noise to the training seismic to increase realism. Applied to two

real seismic volumes, the 3D CNN proved efficient in detecting channels despite being

trained on synthetic data. However, Gao et al. [2021] also put forward a limit of the

method linked to the dependence on the diversity of the training data, mentioning that

the method struggles with large-scale incised channels because these structures were not

present in the training set. Indeed, if one wants to detect channels in general, having all

types of channels represented in the training set is better. Deep learning often performs

poorly to generalise on samples out of the range of representation present in the training

set.

4.1.2.2 Challenges of deep learning applied to turbidite fan detection

The trained CNN approach is hard to adapt to turbidite fan detection due to the difficulties

in generating representative labelled data for training, the size of turbidite fans and the
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diversity of fan characteristics (figure 1.5). The lack of available, good quality 3D

seismic data displaying interpreted turbidite fans makes it complex to create a labelled

training dataset with enough examples to train a neural network. Moreover, labelling

fans is a complex and subjective process. So, having to label an entire seismic cube for

fans would likely lead to a significant portion of false-positive and false-negative labels

in the training set.

Using a synthetic seismic could resolve the lack of available labelled training data

but modelling realistic fan geobodies is an issue. By combining stratigraphic forward

modelling of turbidites, which creates geological models by simulating dynamic sedi-

mentary processes, with seismic forward modelling, one could produce synthetic seismic

profiles to train a neural network [Wan et al., 2022]. Burgess et al. developed a reduced-

complexity model that produces 3D representations of turbidite fan strata that would be

well suited to creating synthetic seismic. [Burgess et al., 2019] - (figure 4.3). How-

ever, these reduced-complexity models are highly idealised explanatory models and do

not reproduce the complexity and variety of turbidite fans present in real-field seismic

[Bokulich, 2013].

Another potential issue with using CNN for turbidite fan classification is the sample

size input in the neural network. Turbidite fans have incredibly variable shapes and

dimensions, from 5 to >30 km in width, 5 to >140 km in length [Garcia et al., 2015].

So, inputting a small 3D cube in the neural network will result in only a cropped part of

the turbidite fan being input. However, knowing how important the channel feeder and

fan edges are for the accurate detection of a fan, having only part of the fan characteristics

in the training samples could lead to biased learning of fan classification.

Although the deep learning workflow with a trained CNN has merits and deserves further

investigation, in this chapter, we decided to explore another avenue to the problem of

object detection in the seismic.

87



Chapter 4. Detection of 3D geobodies

Figure 4.3: Turbidite fan deposit modelled with stratigraphic forward modelling.
Modified from Wan et al. [2022]

4.2 Overview of our approach

In our approach, we aim to take advantage of the seismic segmentation provided by

the methods introduced in chapter 3 to work directly on the 3D point cloud objects to

characterise them and identify specific geobodies.

4.2.1 Object recognition in segmented point cloud

Many studies and solutions have recently been looked into to recognise and classify

objects from 3D point clouds [Aldoma et al., 2012, Fernandes et al., 2021, Rutzinger

et al., 2008]. Many open sources datasets have been created and published like the

Mian dataset [Mian et al., 2006] (figure 4.4) or ShapeNet dataset [Chang et al., 2015] for

benchmarking algorithms. Among the main approaches to classify objects from point

clouds, the main ones are:

(i) semantic point cloud descriptors which are inspired by the human perception of an

object: by touching an object and without seeing it, a human is able to guess

the nature of the object. The touch only reveals the object’s shape and curvature,
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Figure 4.4: Reference point cloud objects and labels from theMian dataset. From Lev
[2020].

hence the idea behind this algorithm is to use a measure of local curvature to

classify an object [Lev, 2020].

(ii) deep learning networks such as PointNet [Qi et al., 2017] that directly consumes

point clouds to produce object classification and semantic parsing with good

accuracy but requires a labelled dataset with objects associated with masks and

heavy computation.

Seismic point cloud objects pose specific problems. First, we do not have a labelled

dataset necessary to train a neural network. Secondly, the seismic objects are all relatively

flat compared to everyday life objects (figure 4.4). It is insufficient to characterise seismic

objects based solely on curvature descriptors. Finally, the diversity of shapes of turbidite

fans (figure 4.5) makes it complex to define logical, hard-coded rules for classification.
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Figure 4.5: Illustration of the diversity of shapes and geometries between turbidite
fans. Even amongst the three fans observed in our validation dataset, the fans vary

significantly in terms of length, stretch or aspect of input feeders.

For instance, looking only at the fan feeders of the three fans originally delineated in

Figure 4.5, we can see quite a diversity: Figure 4.5.a, the feeder is well preserved, and

we can observe the channel coming down the slope, Figure 4.5.b, the feeder is less

preserved, and we observe a double entry feeder, and Figure 4.5.,c, the geometry of

the feeder is not preserved, and we can only guess it from the slope orientation and the

amplitude brightness.

4.2.2 Proposed workflow for the detection of geobodies among point

cloud objects

We propose a two-step workflow for detecting geobodies from point cloud objects

(figure 4.6). The first step is feature engineering to extract the object characteristics (e.g.

amplitude mean, aspect ratio), and the second step retrieves particular geobodies based

on feature similarity.

The feature engineering allows the user to select, control and understand the descriptors

used to characterise the objects. Thus, it provides some flexibility for the users to adapt

the feature extraction to the classification task or type of geobodies they want.
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Figure 4.6: Object detection workflow from a segmented seismic.

For the second step, we investigate geobody detection by a closest object retrieval

approach: given an input example, the solution retrieves the most similar objects to this

example.

In this chapter, the feature engineering and extraction are presented first, and then, the

geobody retrieval is introduced and assessed using our validation dataset.

4.3 Feature engineering and data analysis

As mentioned in chapter 1 Introduction, a seismic interpreter confidently detects turbidite

fans through two types of criteria: (i) the particular shape of the fans: a thin feeder

coming down a slope and larger lobes extending from the feeder, and (ii) the amplitude

distribution on the geobody with bright amplitudes going down the feeder to the centre

of the lobes and weaker amplitudes on the edges and lobe terminations. These criteria

guide us in the selection of the features to extract.

Feature extraction refers to transforming raw data into numerical descriptors (features).

Features are pertinent information that best describes the data. Working with features
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produces better and more interpretable results than directly applying machine learning

to the raw data. For each object or cluster in the segmented seismic, we perform an

extraction of the same features, transforming the point cloud object into a list of feature

values. At the end of the feature extraction process, we obtain a table where each row

represents a cluster, and each column is a feature.

This section presents first an overview of the building of the features (4.2.1 & 2), a short

summary of these features and the preprocessing we apply (4,2.3), and data analysis

(4.2.4).

4.3.1 Geometric shape features

We extract from the point cloud five types of geometric descriptors: size, contour ratio,

aspect ratio, elevation distribution and geometrical seismic attributes.

Size

As a proxy to the object’s size, we extract the number of points in the point cloud object

(𝑁 (𝑝𝑜𝑖𝑛𝑡𝑠)).

𝑁 (𝑝𝑜𝑖𝑛𝑡𝑠) (4.1)

Another possible size feature is the object’s surface on an XY plane (𝑆). Compared to

𝑁 (𝑝𝑜𝑖𝑛𝑡𝑠), it eliminates the overlapped points in the point cloud.

Contour ratio

The contour ratio is the ratio of the surface of the object over the length of its contours

in 2D (𝑟𝑐𝑜𝑛𝑡𝑜𝑢𝑟𝑠)), contour meaning the edge of an object. The surface of the object and

the length of the contour are expressed in the number of pixels. To extract the contour

of the point cloud object, we use a standard image processing procedure consisting of

3 steps (figure 4.7). First, we perform a vertical projection of the point cloud in 2D,

creating an image. We only record at each pixel of the image the presence or absence

of points (0 or 1). Then, we blur the image to eliminate small rough edges and holes.
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Figure 4.7: Workflow to extract the contours of an object in a 2D projection. (a) step
1: 2D projection; (b) step2: blurring to eliminate rough edges and small holes; (c) step

3: contour extraction.

Figure 4.8: Comparison of 𝑟𝑐𝑜𝑛𝑡𝑜𝑢𝑟𝑠 between a horizon (a) and a turbidite fan (b).

The Blurring is done by convolving an image with a normalized box filter. It simply

takes the average of all the pixels under the kernel area, rounds it to the closest value (0

or 1) and replaces the central element. We use a (10,10) kernel in this work. Finally,

we extract the contours from the binary image using the topological structural analysis

of digitized binary images by border following algorithm [Bradski and Kaehler, 2008,

Suzuki and be, 1985].

To get 𝑟𝑐𝑜𝑛𝑡𝑜𝑢𝑟𝑠, we then simply divide the length of the contours by the surface, all

expressed in number of pixels.

𝑟𝑐𝑜𝑛𝑡𝑜𝑢𝑟𝑠 =

∑
𝑑𝑐𝑜𝑛𝑡𝑜𝑢𝑟

𝑆
(4.2)

Intuitively, 𝑟𝑐𝑜𝑛𝑡𝑜𝑢𝑟𝑠 of a turbidite fan will be much higher than the one of a horizon due

to the complexity and roughness of its edges and the smaller area of the object (figure

4.8).

Aspect ratio - Eigen-based features
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Figure 4.9: Diagram of point cloud eigenvectors and eigenvalues. 𝜆𝑖 is the 𝑖𝑡ℎ eigen-
value and 𝑉𝑖 is the 𝑖𝑡ℎ eigenvector Figure from Chen and Lin [2019].

Features based on the aspect ratio in 3D of the object are common features used to

describe a point cloud [Bassier et al., 2020, Grilli et al., 2021]. They are derived from

the point cloud’s eigenvalues (figure 4.9). The most common eigen-based features

include (table 4.1):

Feature Equation

Linearity 𝜆1−𝜆2
𝜆1

Planarity 𝜆2−𝜆3
𝜆1

Sphericity 𝜆3
𝜆1

Slope 𝑎𝑟𝑐𝑐𝑜𝑠( 𝑉1,3√︃
𝑉2

1,1+𝑉
2
1,2+𝑉

2
1,3

)

Omnivariance 3
√︃∏3

𝑗=1 𝜆 𝑗

Anisotropy 𝜆1−𝜆3
𝜆1

Eigenentropy −∑3
𝑗=1 𝜆 𝑗 𝑙𝑛(𝜆 𝑗 )

Sum of eigenvalues
∑3

𝑗=1 𝜆 𝑗

Surface variation 𝜆3∑
𝜆

Table 4.1: Eigen-based features.

To describe our seismic objects, we kept only 𝑙𝑖𝑛𝑒𝑎𝑟𝑖𝑡𝑦, 𝑝𝑙𝑎𝑛𝑎𝑟𝑖𝑡𝑦 and 𝑠𝑝ℎ𝑒𝑟𝑖𝑐𝑖𝑡𝑦.
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Figure 4.10: Illustration of the depth distribution of a horizon (a) and a fan (b). Points
are coloured according to two depth boundaries, above the first elevation quarter and

below the last quarter. The ratio of points of each elevation bin is measured.

The main 𝑜𝑟𝑖𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛 of the object can also be derived from the eigenvectors of the

point cloud (orientation angle derived from the main eigenvector – equation 4.3).

𝑜𝑟𝑖𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛 = 𝑎𝑡𝑎𝑛2(𝑉1,𝑦, 𝑉1,𝑥) (4.3)

𝑜𝑟𝑖𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛 can be a pertinent feature in some cases, for instance, when looking for

turbidite fans from a particular slope with a specific orientation.

Elevation distribution

The depth distribution is characteristic of geological objects. While most geological

structures are planar and predominantly horizontal, fans and sills are only partially so.

Fans are distinguished by having a feeder above the lobes. Similarly, sills are not totally

planar; their terminations tend to rise vertically, giving them a saucer-shaped appearance.

Thus, we measure the ratio of points to two depth boundaries, above the first quarter and

below the last quarter (figure 4.10), and store it as two additional features.

Geometrical seismic attributes: mean dip, mean azimuth and mean curvature

Common geometrical attributes like dip, azimuth or curvature characterise the local

structure of the features in the seismic. The mean value of each of these attributes on

the point cloud object provides information on its structure.

Other interesting geometrical features would be features derived from the comparison

between neighbouring point clouds. For instance, the mean local dip of an object could

be compared to the mean local dip of surrounding objects. It could highlight discordant
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objects and unconformities in the seismic data and thus better distinguish discordant

geobodies such as igneous intrusions.

4.3.2 Amplitude-based features

We extract from the point cloud four types of amplitude-derived descriptors: mean

amplitude, mean coherence, mean Zeboudj’s distance and other statistical measures of

textural characteristics.

Mean amplitude

The mean of the seismic amplitude of the object.

Mean coherence

The mean of the seismic coherence of the object. In this study, we calculated the

coherence mean as coherence was already computed for the point cloud extraction

(chapter 3 – 3.2.2 Creation of a seismic data point cloud), but other seismic attributes

can be considered. For instance, frequency attributes would help characterise specific

geological patterns that are not observable directly from the amplitude attribute but

become apparent when the signal is decomposed at certain frequency bands.

Mean Zeboudj’s distance

The Zeboudj’s internal disparity (𝐶𝐼), presented in chapter 3 – Equation 3.7, charac-

terises the spatial distribution of a property by distinguishing between e.g. homogeneous

and heterogeneous amplitude distributions (or any other seismic attribute on the point

cloud). Furthermore, the sphere radius 𝛿 can be varied to create different features

characterising the differences of any property over different distances.

Other statistical measures of textural characteristics

Texture analysis aims to mathematically describe how pixel values are distributed across

an image or point cloud. Zeboudj’s distance is one approach, but other statistical

measures can characterise the spatial distribution of a property (e.g. amplitude).
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Widely used in geostatistics, the range of the semi-variogram indicates the distance from

which two points (two-point statistics) are no longer spatially correlated - the distance

after which the variogram model levels off [Matheron, 1963]. However, computing the

variogram has a higher computational cost, 𝑜(𝑛2) complexity.

Another texture analysis technique extensively used in image processing is the grey-level

co-occurrence matrix (GLCM). First introduced by Haralick et al. [1973], the GLCM

computes the distribution of co-occurring pixel values at a given offset. Haralick et al.

[1973] proposed fourteen different measures of textural features derivated from GLCMs,

but only five are commonly used and suffice to give good results in a classification task

[Patil et al., 2011] (table 4.2). Each of these features represents a specific property of the

texture. The Haralick features have already been successfully applied to classify seismic

textures [Chopra and Alexeev, 2006, Gao, 2003, Le Bouteiller and Charléty, 2020,

Le Bouteiller et al., 2019], and proven efficient for seismic interpretation. However,

computing GLCMs is computationally demanding and highly sensitive to the number

of grey levels (amplitude bins), 𝑜(𝑛2) [Clausi and Jernigan, 1998]. But a more suitable

computational strategy proposed by Clausi and Zhao [2003] dramatically reduces the

completion times, making it more suitable for operational use.

Haralick Features Equation

Homogeneity 𝐸 =
∑

𝑖

∑
𝑗 (𝑀 (𝑖, 𝑗))2

Contrast 𝐶 =
∑𝑚−1

𝑘=0 𝑘2 ∑
|𝑖− 𝑗 |=𝑘 (𝑀 (𝑖, 𝑗))

Correlation 𝐶𝑜𝑟 =
∑

𝑖

∑
𝑗
(𝑖−𝜇𝑖) ( 𝑗−𝜇 𝑗 )𝑀 (𝑖, 𝑗)

𝜎𝑖𝜎𝑗

Entropy 𝐻 =
∑

𝑖

∑
𝑗 𝑀 (𝑖, 𝑗)𝑙𝑜𝑔(𝑀 (𝑖, 𝑗))

Local homogeneity 𝐿𝐻 =
∑

𝑖

∑
𝑗

𝑀 (𝑖, 𝑗)
1+(𝑖− 𝑗)2

Table 4.2: List of the five most common Haralick features, M being the GLCM.
Each of these features represents a specific property of the texture of a property (e.g.

amplitude).

97



Chapter 4. Detection of 3D geobodies

4.3.3 Feature selection and preprocessing

The feature extraction process results in a total of 24 features describing different

properties of the objects in terms of their geometries and amplitude textures. This list

of features is not exhaustive but represents commonly used descriptors for 3D objects

and texture analysis. Not all 24 features should be used for any interpretation task, but

the features should be selected to fit the characteristics of the desired geobody. The

selection of features can be made by observing the distribution of the features and the

feature’s ability to isolate the desired geobody, but the selection should also be made

by using common sense on whether the feature corresponds to a property that could

potentially help the classification of the geobody. For instance, for fans, a small slope

is an important characteristic of distinguishing fans. The advantages of using a feature

extraction pipeline compared to a deep neural network are that the features have a

meaning, and it provides a control to the interpreter to select which characteristics to

use.

Before studying the feature space of a dataset, it is common to apply some preprocessing

steps to transform raw feature vectors into a representation more appropriate for any

downstream estimator -classifier, clustering algorithm or similar- [Pedregosa et al.,

2011]. For our application, we apply standardisation to the features by removing the

mean and scaling the features to unit variance, which makes the representation more

appropriate and balanced between features. However, other scaling methods could be

considered, such as normalisation, min-max scaler or robust scaler [Pedregosa et al.,

2011].

4.3.4 Data analysis

The objective of the data analysis is to understand how the extracted features are dis-

tributed, analyse the distribution of the geobodies amongst the other objects and poten-

tially find a combination of features that bring together and isolate the desired geobodies.

We carried out this analysis on the validation dataset and took as fans the three fans

manually interpreted at the initial stage (figure 4.5). We filtered the dataset to contain
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Figure 4.11: Visualisation of the main objects present in the validation dataset. The
upper section of the dataset contains mainly extended horizons and fluvial systems. The
lower section contains the infills of the lake with some deltaic deposits and fans. To
enhance the visualisation of the segmented seismic, we use the HSV (Hue, Saturation,
Value) colour representation where hue and saturation represent the random colour of

the cluster, and the value represents the seismic reflection amplitude.

only clusters with more than 5000 points. It removed the clusters that were too small to

represent any geobody of interest. Thus, the dataset resulted in 394 clusters (objects)

representing a good diversity of potential objects present in the seismic data. The objects

can be divided into two main packages: (i) the upper section, which mainly contains

extended horizons and fluvial and channelized systems, and (ii) the lower section, which

contains the infills of the lake with some deltaic deposits and fans (figure 4.11). Three

fans have been manually interpreted and were used to analyse the relevance of the

features, but additional fans, present in the lower section of the validation dataset, were

not labelled.

To identify fans, we extracted seven features: the mean amplitude, the mean coherence,

the mean Zeboudj’s distance, the number of points, the contour ratio, the linearity and the

sphericity for each of these 394 objects. The choice of the features is made considering (i)

the most intuitive descriptors for turbidite fans, (ii) keeping balanced numbers between
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shape-based and amplitude-based features, and (iii) keeping a limited number of features

to facilitate the analysis. The purpose here is to illustrate some characteristics of fans,

but these choices should be considered differently for every interpretation task.

4.3.4.1 Univariate and bivariate analysis

Figure 4.12: Box-plot of the selected normalized features for fan retrieval. The
distribution of the three interpreted fans is compared to the other objects delineated in

the validation dataset.

The box plot analysis gives a first idea of the object distribution for all features. In

Figure 4.12, we compare the distribution of each feature for the three interpreted fans

(i.e. 3 data points) vs the rest of the data set. We observe that the distribution of the

fans is restricted for most features but is wider for linearity, suggesting that fan linearity

can vary greatly. Looking at 𝑛𝑝𝑜𝑖𝑛𝑡𝑠, most objects have a relatively low number of

points, and the three fans have a relatively high number of points. Also, the points are

not optimally spread through the values of each feature. Other scaling preprocessing

solutions more appropriate to deal with outliers should produce better results.

Cross-plot matrices help to better understand the object distribution across the feature

space and identify potential relationships between features. It provides a quick repre-

sentation of each feature and bivariate analyses by pair of features (figure 4.13). Having

only three fans labelled among the 394 objects and potentially several non-labelled fans
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Figure 4.13: Cross-plot matrix of the selected features for fan retrieval. Each point
represents an object in the segmented seismic. The three fans manually interpreted are

plotted in yellow, and the other objects in brown.

makes it difficult to draw any conclusion. Still, by looking more precisely at the cross-

plots of the mean amplitude versus the contour ratio and of the sphericity versus the

contour ratio (figure 4.14), we can notice that the three fans are grouped together and

separated from most of the other objects. This indicates that these attributes are likely

to be good indicators of turbidite fans.

Fans are slope deposition elements, so it seems relevant to focus on the slope of each

object or the sphericity. Here we focused on the sphericity value of the objects. We filter
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Figure 4.14: In particular, the cross-plots of contour ratio vs amplitude mean and con-
tour ratio vs sphericity allow us to distinguish and group the three manually interpreted
fans. This result suggests that the amplitude mean, the contour ratio and the sphericity

of the objects are pertinent features to characterise fans.

Figure 4.15: 3D visualisation of objects with high sphericity, displaying steep slopes
or overlapped structures. The steep objects are mainly found in the lower section of the

dataset, where structures are constrained and deposited along the lake slope.
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by the objects by sphericity and plot only the objects with high sphericity (figure 4.15).

From the analysis of steep objects in the dataset, we observe (i) most upper section

objects where no fans can be deposited are filtered, (ii) two of the three fans are still

present, but the third one is not – its lower sphericity value is explained by the fact that

the feeder of this third fan is less preserved, and (iii) one horizon from the upper section

is still present. The presence of the horizon in the upper section is due to the overlapping

structure in the horizon, impacting the vertical component of the eigenvalues (𝜆3) in the

sphericity value. From these observations, sphericity seems a relevant feature to help

characterise fans, but poorly preserved or overlapping structures add complexity to that

analysis. One thing to consider is that fans are not the only objects that might have a

slope or high sphericity. For instance, if dykes are also present in the dataset, they will

have strong slope values. Thus, having a prior knowledge of the characteristics of the

geobody to look for and of what other types of geobody might be present is essential,

and geobody detection should not be based on a single feature but on the combination

of multiple features.

4.3.4.2 Multivariate analysis - dimension reduction

To further analyse the 7-dimensional space, we used a dimensional reduction technique

called t-SNE (t-distributed stochastic neighbour embedding) to visualise the distribution

of objects in the feature space in 2D (figure 4.16).

T-SNE is a nonlinear dimensionality reduction technique for visualising high-dimensional

data projected on a low-dimensional space and where the trends of the original dimen-

sional space are preserved [Hinton and Roweis, 2002, Van Der Maaten and Hinton,

2008]. First, t-SNE constructs joint probability distributions over pairs of objects so

that the probabilities reflect the similarities between the data points. Then, t-SNE at-

tempts to minimise the Kullback-Leibler divergence between the joint probabilities of

the high-dimensional data and the low-dimensional embedding [Pedregosa et al., 2011].

The analysis of the t-SNE plot of the seven features suggests that the extracted features

are relevant to characterise fans with the relative proximity of the three interpreted fans

in the low-dimensional embedding (figure 4.16). The perplexity value for the t-SNE
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Figure 4.16: t-SNE representation of the seven extracted features in a 2D projection. It
shows proximity between the three manually interpreted fans which implies similarity

and proximity of the fans in the 7-dimensional feature space.

plot used in figure 4.16 is ten which is included in the recommended range of perplexity

values (5–50) suggested by Van Der Maaten and Hinton.

4.3.4.3 Summary of observations from the data analysis

The main observations from the data analysis are:

(i) The seven features extracted - mean amplitude, mean coherence, mean Zeboudj dis-

tance, number of points, contour ratio, linearity and sphericity - seem appropriate

to characterise the general properties of turbidite fans. However, the feature ex-

traction could still be improved, and the selection should be reconsidered for any

different type of detection.

(ii) It is hard to define clear, robust classification rules based on the characteristics of

the fans. For instance, high sphericity of the object tends to highlight fans, but

this is only when the feeder is preserved.

(iii) Having only a few labelled fan examples and several potential non-labelled fans,

caution should be exercised before drawing any general conclusions, but further

tests will be carried out in Chapter 5.
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4.4 Geobody detection by closest object retrieval

In this section, we first introduce the methodology used for the geobody detection, then

we present the results obtained on the validation dataset, and finally, we assess the

methodology and discuss the advantages and potential risks.

4.4.1 Methodology

Before presenting the final methodology used for our geobody detection method, we

first present the initial attempts at geobody detection that we tested and their limitations

as it justifies our choice for our final methodology: geobody detection by closest object

retrieval.

4.4.1.1 Initial attempts at the geobody detection

The first intuitive ML approach to detect a geobody is to frame the problem as a binary

classification where an algorithm learns in a supervised way to classify each object as

either Turbidite (1) or Not Turbidite (0). With the features of each object extracted,

we now consider a tabular data structure. Supervised machine learning offers several

algorithms to solve classification problems from tabular data, the most popular being

Support Vector Machine (SVM), K-Nearest Neighbour (KNN), Decision Tree and other

tree-based models (Random Forest, XGBoost...). However, in order to implement this,

the fan classification poses a number of problems [Shwartz-Ziv and Armon, 2022]

common in seismic interpretation.

The three main problems for the geobody classification are:

(i) The low number of training samples(394 objects), which is very small to train a

model in a supervised way. A limited number of training samples is a common

problem in seismic interpretation tasks: although more data getting publicly

available, finding labelled dataset remains problematic.
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A standard solution is to artificially create more training samples with some data

augmentation procedure - rotating the object, resizing the object, and adding noise

points to the objects -. However, these data augmentation operations would not

increase the dataset regarding the diversity of fans -different linearity, shapes,

types of feeders, etc.-.

(ii) the highly imbalanced classes. The second issue is the highly imbalanced number

of samples per class between Turbidite (3 objects) and Not Turbidite (391 objects).

Two main strategies can be used to cope with imbalanced classes: (i) under-

sampling, which consists of deleting instances from the over-represented class,

but it is not recommended in this case with already too few samples, and (ii)

over-sampling, which increases the number of rare samples. Over-sampling syn-

thesizes new examples close to the original minority class samples. The most

common over-sampling technique is Synthetic Minority Oversampling Technique

(SMOTE) [Chawla et al., 2002]. Otherwise, to deal with unbalanced classes, the

chosen machine learning models need to incorporate a class weighting in their loss

function to ensure that all classes are represented. Decision trees often perform

well on unbalanced datasets, as the splitting rules used to create the trees take into

account the class variable and force both classes to be addressed.

(iii) the false-negative labels in the training dataset. Finally, the third main issue is

the fans present in our dataset but not labelled as fans. Indeed, only three fans

were manually interpreted, but more fans are present in this cropped seismic.

The number of fans present is unknown but is likely to be of a high proportion

compared to the only three labelled fans, which will negatively impact the training.

One easy solution would be to interpret and label the remaining fans manually.

However, false negative labels are common in seismic interpretation, and we want

a general solution to this problem.

The traditional classification ML approach was the first path explored to resolve our

object detection problem. However, that approach was not fitting the constraints of

our problems and data. The lack of a proper training dataset forced us to change our

approach to this problem.
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We decided to change how we posed the problem: instead of seeing it as a classification

problem, we chose to see it as a closest-object-retrieval problem. This new approach is

presented in the following section and used in the rest of the thesis.

4.4.1.2 Closest object retrieval paradigm

Principle

The closest object retrieval approach finds a set of 𝑛 nearest-neighbours: objects within

a seismic volume that are most similar to an object of interest provided by the user. The

interpreter may choose the example geobody in different ways: (i) it may be a geological

body of particular interest that the interpreter identified by first scoping through the

segmented seismic data, (ii) it may be a geological body previously identified in another

seismic dataset and input for retrieval in newly segmented seismic data, or (iii) it may

even be a synthetic object that has the idealised shape the interpreter wants to find.

Advantages

The main advantages of using a closet-object-retrieval are:

(i) No training dataset is required, solving our lack of data issues. This hybrid approach

does not require supervised training of the models. Only the position of the objects

in the feature space is explored, looking for similarities to the object example.

(ii) It provides more precision on the characteristics to look for in feature space by

considering the additional information provided by the object example.

(iii) More control is provided to the user. By inputting a specific geobody as the example

to look for in the dataset, the user the user has a direct lever to direct the search

for geobodies.

(iv) It offers greater adaptability to a change in the dataset. As the approach is unsuper-

vised, the detection is not trained on a specific seismic dataset. Therefore, there is

no introduction of a bias towards specific processing or resolution of the seismic

data. For each dataset, the features of the objects are explored from their own
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aspects, and the input example can be introduced knowing the specificity of the

explored seismic data.

(v) Finally, it offers better adaptability to different types of objects without requiring

new training for this new classification. Again the only supervision to the detection

being the example input, a change of example will mean a change in the type of

object searched. What is critical to adapt to the type of objects searched for is the

feature selection, so the feature space accordingly represents the important object

characteristics.

The main problem with similarity searching is efficiency and scaling with high-dimensional

attribute spaces. For a representation of objects as points in high-dimensional attribute

space, a similarity search is a nearest-neighbour query problem. A brute-force linear

search approach would solve the problem but would not scale well with a high number of

points or high dimensional spaces. A k-d tree structure would do better in terms of per-

formance, but would still involve the inspection of a large proportion of the database at

each query. Gionis et al. proposed in 1999 Locality Sensitivity Hashing (LSH) [Indyk

and Motwani, 1998] to approximate nearest-neighbour search in an efficient manner.

Thus, in this work, we use LSH to perform geobody retrieval in an efficient manner.

4.4.1.3 Binary hashing for fast object retrieval with LSH

LSH or bucket search consists in hashing the points in the database and associating them

to a binary vector representation with a high probability that similar binary codes are

mapped to similar points [Gionis et al., 1999]. A number of hashing algorithms have been

proposed to approximate similar objects to an input query [Gionis et al., 1999, Gong et al.,

2013, Weiss et al., 2008]. LSH hashes similar points in the feature space into buckets. A

bucket is a subdivision of the space and is identified by a binary code. During the query

phase, only the points in the same bucket are inspected, and the nearest ones are returned,

thus avoiding an inspection of the entire database. Many different implementations for

LSH exist, but we are using locality sensitive hashing with persistence support. Figure

4.17 illustrate an LSH with persistence support implementation on a simple example.
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Each object is represented as a point in the feature space. First, a number of hyperplanes

are created through the feature space. Then, a binary code is constructed for each point

of the database based on being above or below each hyperplane; each digit of the binary

code represents the point position to a specific hyperplane (0:below, 1:above). The space

is thus divided into sections (Equiv. buckets) identified by a unique binary code. At

the query stage, a binary code is constructed for the new point (example provided by

the user) following the same principle. The new query object is then only compared to

other objects with the same binary code for similarity distance in the feature space. In

practice, several hashing tables with binary codes are created to ensure a more accurate

approximation.

Figure 4.17: Illustration of locality hashing of the attribute space and retrieval of the
closest object. We illustrate LSH on a two-dimensional attribute space example with
a database of four objects (stars). In the first step, three hyperplanes are randomly
created and divide the attribute space. The position of each point of the database is
evaluated as below (0) or above (1) the hyperplane. Thus, a binary sequence of the
approximate position of each point gets created. In the second step, a query object is
entered (triangle), looking for similar objects. The new point gets hashed using the

same methods, and the object with the same binary code is returned.

Recently, LSH has been combined with deep neural networks and applied to successfully

retrieve similar images in a database [Lin et al., 2015, Liu et al., 2016, Zhu et al., 2016].

They used convolutional neural networks to extract the hash representations of the images

and demonstrated scalability and efficacy on a large-scale dataset of millions of images.

109



Chapter 4. Detection of 3D geobodies

4.4.2 Results

To first validate the method, we apply it to the validation dataset for fan retrieval. The

methodology consists first in hashing the database of 394 objects to binary codes. Then,

one of the three manually interpreted fans is shown as an example of similar objects,

asking for the 30 closest objects. The first validation step is to see if the method was

able to retrieve the two other interpreted fans, and then the second validation step is to

see if other potential fans were discovered.

As the number of objects studied and the dimensionality of the attribute space are

relatively small, the hashing and querying of the closest objects take place in near-to-

real time.

The results of the experiment are shown in Figure 4.18. The first observation is that

the extended horizons are filtered out, making observing subtle objects easier (figure

4.18(c)). Secondly, the three interpreted fans are successfully retrieved amongst the

30 objects. When looking more precisely at the location of the fans (figure 4.18(d)),

other objects showing depositional patterns and fan-like shapes are observed amongst

the 30 filtered. In particular, one object is channelised (figure 4.18(d) - object D), and a

feeder can be distinguished. Overall, while many of these objects are clearly not fans,

several have shapes and patterns that might suggest potential fans and merit further study.

Even the few objects retrieved from the upper section present channelised patterns with

complex shapes.

4.4.3 Assessment of the methodology

These initial results highlight the potential of the closest object retrieval approach as a

means of rapidly interrogating a database of seismic objects and extracting interesting

targets. Our workflow still requires the interpreter’s expertise to sort and validate relevant

objects from the returned ensemble, but we benefit from a reduced number of clearly

delineated objects to evaluate.
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Figure 4.18: 3D view of the results of the 30 most similar objects to a fan on the
validation dataset. The different elements are (a) The database of 394 seismic objects;
(b) the fan example shown for retrieval; (c) the results of the 30 most similar objects;
and (d) a zoom-in of (c) to the location of the main fans, and where we can observe the

fan feeders going down the slope.

A risk exists that a potential geobody will be dropped from the subset of retrieved objects

if the geobody is too far away in the feature space from the example object. This risk

underlines the importance of the choice of the feature extracted to accurately characterise

the type of geobody.

The results depend strongly on the object inserted as an example and its characteristics.

We vary the input fan to test the effects and assess the robustness of the fan retrieval.

Figure 4.19 compares the results for each of the three manually interpreted fans. De-

pending on the fan, different objects get output. With example three (figure 4.19(d)),

the three interpreted fans are present, but not with examples 1 and 2 (figure 4.19(b)

and (c)). The results in example 3 (figure 4.19(d)) illustrate the connection between the

characteristics of the example and the objects retrieved: the objects all have complex

elongated shapes similar to the example fan (figure 4.20). In addition, in Figure 4.19(d),

two potential fans are observed with elongated and channelised shapes.
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Figure 4.19: Result comparison of the retrieved objects inputting three different fans
as an example.

Figure 4.20: Results of the 30-closest objects retrieved from the elongated fan. Zoom
out from Figure 4.19(d)

In addition to the closest objects, the method could return the similarity distance between

objects, which can be seen as a proxy for the uncertainty of the detection. The precision

of the similarity distance between objects depends on the ability of the extracted features

to fully characterise objects and should therefore be used with caution. However, the

similarity distance between objects was not directly analysed in this work.
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4.5 Conclusion and discussion

The results presented in this chapter have shown interesting results and potential for

the characterisation and detection of fans in seismic data. First, a feature extraction

approach allows the extraction of specific characteristics of each object in the segmented

seismic. Then, a closest object retrieval approach allows retrieving n objects most similar

to an example input by the interpreter. The method allows the rapid and successful

identification of certain geobodies; we applied it to the validation dataset and could find

the three manually interpreted fans and potential other fans that were not interpreted.

The robustness of these results needs to be further validated and tested on data that were

not considered during the development of these methods. Testing on completely unseen

data allows to produce an unbiased estimate of the final model performance. In Chapter

5, we test the adaptability to unseen data and other types of geobodies and are presented

in Chapter 5.

Another interesting perspective this workflow offers is the sensitivity analysis of uncer-

tain parameters for geobody detection. The principle of sensitivity analysis is to vary the

parameters of the method and to compare the different scenarios generated. These sce-

narios can be analysed according to the accuracy of detection for each geobody but also

in terms of variations in the delineation of the extracted objects. The main parameters

that could potentially lead to a variety of interpretations are: (i) the seismic attributes

used to extract the point cloud, different seismic attributes underline different aspects

of the seismic data, and this could lead to different definitions of the seismic objects;

(ii) the segmentation parameters (𝑐𝑢𝑡𝑜 𝑓 𝑓 , 𝑒𝑝𝑠, 𝑀𝑖𝑛𝑃𝑡𝑠), changing the segmentation

parameters will impact the reach and connectivity of the clusters and therefore the seg-

mentation level; and (iii) the feature selected to characterise the seismic objects, leading

to different similarity distances between objects.

The feature extraction is a sensitive part of the methodology and defines the success of

the detection, but the results presented in this chapter can be improved. The features

presented in this chapter are those that we consider the most relevant for characterising

seismic objects while remaining general, but other features deserve to be explored.
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Another approach to feature extraction that may have merit is to use an auto-encoder

network to extract features from a point cloud object. An auto-encoder compress

(encode) data into fewer dimensions and then decompress (decode) it to reconstruct

the object with minimal errors. Thus, auto-encoder has been used for dimensionality

reduction [Alsenan et al., 2020, Wang et al., 2016] and feature extractions, using the

reduced dimensions (latent-space). The principle of the auto-encoder approach would

be to train a network to receive a seismic object (point cloud) as input and reconstruct the

object as the output of the encoder-decoder sequence (figure 4.21). Then, the encoder

part would be used to extract a dimensionality-reduced representation of the object and

use that representation as features characterising the object. The complexity will be

to build a network that directly handles point clouds as inputs and outputs, with point

clouds of different sizes, probably using a graph-based neural network [Elbaz et al.,

2017, Yang et al., 2018]. One drawback of this approach is the loss of control over

the features and their meaning, but a properly trained auto-encoder should significantly

improve the accuracy of object characterisation.

Figure 4.21: Encoder decoder network structure. The encoder part of a trained network
could be used for feature extraction, using the latent space representation as features.
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Geobody detection in 3D seismic -

Application to real case studies

5.1 Introduction

In chapters 3 and 4, we introduced a novel workflow to facilitate the detection of

geobodies in 3D seismic data. In this chapter, we will test the methods on two real

seismic datasets to assess the accuracy and robustness of geobody detection on real data.

In chapters 3 and 4, we validated each method of the workflow on a validation dataset

that we also used for developing the method. Testing on completely unseen data allows

to produce an unbiased estimate of the final model performance, while, for the validation

dataset, the fact of knowing the data when designing the methodology introduced a bias

in the evaluation. Therefore, we now test the method on the unseen data at the time of

the development of the methods. The two tests consist of the following:

(i) Apply our workflow to the complete seismic survey from the North Falkland Basin

(NFB), aiming to discover new fans over and above the three manually interpreted

and presented in chapter 3 -North Sea Lion, Sea Lion and Casper fan-; and

(ii) Apply our workflow to another seismic survey from the Falkland Plateau Basin

(FPB), aiming to retrieve a different type of geobody: sill intrusions, thus assessing
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the robustness and the adaptability of the method to different geologic settings,

seismic quality and types of geobodies.

5.2 Application to turbidite fan detection in the complete

North Falkland Basin dataset

5.2.1 Data and methodology

To carry out this research, we have at our disposal a significant, high-quality dataset

from the North Falkland Basin provided by the Falkland Island Government. This

dataset contains a modern 3D seismic reflection volume, core analysis, wireline logs,

geochemical analysis and other diverse types of data. The 3D seismic covers 4500 𝑘𝑚2

in the NE part of the Northern Rift Basin and was acquired between 2004 and 2011 and

processed together in 2011, resulting in interpretable seismic images of good quality

down to 5𝑠 TWT with a 12.5𝑚 recording interval [Bunt, 2015]. The dataset displays

several Cretaceous-aged fan bodies deposited into the Eastern Graben of the basin. Some

turbidite fans have been manually interpreted from the 3D seismic data, and core data

have been extracted from exploration and appraisal wells, with wells crossing the fans

in several places [Bunt, 2015, Dodd et al., 2019, Richards et al., 2006].

The North Falkland Basin is a failed rift system [Richards et al., 1996]. The northern

part of the basin consists of two half-grabens separated by a ridge. The fans were

deposited in early post-rift via canyons from the eastern basin margin. The fans are either

proven petroleum reservoirs or undrilled prospects with significant in-place volumes

[MacAulay, 2015].

We investigate the ability of our point-cloud geobody detection workflow: (i) to operate

on the typical size of seismic data required for an exploration campaign and (ii) to

assist in the detection of fans. We presented results on the validation dataset from that

seismic data in Chapter 3 and 4, which is a cropped cube from a larger 3d survey (figure

5.1(a). The complete survey has about eight times the area of the validation dataset.
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Figure 5.1: Presentation of the NFB seismic dataset: (a) map view and localisation
of the complete seismic data and the cropped validation dataset, modified from Bunt
[2015]; and (b) W-E section through the seismic dataset, cutting through the Eastern
and Western Rift; the cropped sequence contains the fans and the results presented here

are produced from that cropped sequence of the seismic data.

We check how the method behaves on the entire NFB seismic dataset. We will first

evaluate the results by visually evaluating the quality of the segmentation and then by

assessing the ability of our approach to detect new fans. We cut the seismic at the level

of the stratigraphic sequences that contain fans, setting aside the shallow (above 1600𝑚𝑠

TWT) and deep parts (above 3600𝑚𝑠 TWT) that are not of interest for fan exploration

(figure 5.1(b). The test dataset for the NFB consists of a seismic cube of 3150 inlines,

5032 crosslines and 501 timeslices.

Processing step time

Extrema extraction (maxima) 13𝑚𝑖𝑛 12𝑠

Normalize and filter amplitude 9𝑠

Compute and filter coherence 8𝑚𝑖𝑛 41𝑠

Segmentation (DBSCAN) 9𝑚𝑖𝑛 8𝑠

Total 31 min 10s

Table 5.1: Processing times for the segmentation of the NFB dataset. Laptop with an
Intel Core i9-10885h CPU processor and 32GB of RAM.
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5.2.2 Results

5.2.2.1 Seismic segmentation

We perform the segmentation of the seismic using the methods introduced in Chapter 3:

extraction of a point cloud and then segmentation of this point cloud with DBSCAN. For

the point cloud extraction, we choose cut-off values of amplitude 0.4 and coherence 0.95.

The point cloud extraction takes about 22 minutes to compute – including the computing

of the coherence attribute – (Table 5.1). The total studied NFB seismic data consists of

7,941,250,800 voxels, which the point cloud extraction reduces to 113,738,264 points,

giving us a reduction factor of 98.5% from voxels to points. Next, we perform the

segmentation of the point cloud with DBSCAN using an 𝑒𝑝𝑠 of 2, a 𝑀𝑖𝑛𝑃𝑡𝑠 of 8 and

no 𝑍𝑒𝑥𝑔. The segmentation takes about 9 minutes to run (Table 5.1). The segmented

seismic is composed of 8,725,973 noise points and 574,632 segments. Most of these

segments are very small; filtering out the segments with less than 10,000 points reduces

the number of segments to 544 (figure 5.2). The manually interpreted fans are composed

of more than 100,000 points on average. Thus, filtering on objects with less than 10,000

points should not suppress fans unless the fan is over-segmented into small parts. The

544 clusters constitute the database of seismic objects, and the objective is to extract the

fans among all these objects.

Figure 5.2: The segmented seismic of the NFB dataset is composed of 574,632
segments (a); filtering on small clusters reduces it to 544 segments (b).

The first observations from the segmentation results are:

(i) The full cube seismic segmentation is fast, even for a relatively big seismic cube. The

total processing time is about half an hour for the seismic point cloud extraction
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and the segmentation, which is extremely fast for a seismic of this size (3150 x

5032 x 501) compared to other full seismic segmentation methods.

(ii) The segmentation adapts easily to the entire seismic survey. By applying similar

parameters as for the validation dataset, the results obtained are of good quality

for the whole survey.

(iii) Overall, the segmentation accurately delineates many objects in the seismic data

and is of good quality with limited over-segmentation and under-segmentation.

Thus, point cloud segmentation makes it possible to have a nicely rendered 3D

visualization of the seismic survey and to start analysing the distribution of the

objects which compose it. For example, in Figure 5.3, we observe the two separated

half-grabens and the infill objects of various sizes and extends.

Some errors and variations in the delineation of geological objects can be observed when

exploring the segmentation results. For example, in Figure 5.4, a fault splits the end of

an object in two, resulting in a delineation into two different segments, while the spatial

continuity of the amplitude values clearly indicates that it is the same event. In such

situations, the merge optimisation method proposed in Figure 3.31 could improve the

segmentation and ideally correct such errors. It is also important to note the differences

in delineation caused by the choices of segmentation parameters. Comparing the Sea

Lion delineation with the result of the validation dataset and the NFB dataset, differences

are noticeable, although the differences in the segmentation parameters are small (figure

5.5). Firstly, we observe an additional body at the top right corner of the delineation

produced in Figure 5.5(b.iii). This additional body is probably a small fan so close to the

Sea Lion fan that they are segmented together. Secondly, the upper left part of the Sea

Lion is more complete in Figure 5.5(b.i) than in Figure 5.5(a.i), probably due to lower

amplitude and coherence cut-offs. Finally, the low, channelised termination of the Sea

Lion is missing in Figure 5.5(b.ii), probably due to a higher point-connectivity threshold

in the DBSCAN parameters. Thus the delineation of 5.5(b) is both more complete in

some aspects (circle (i)) and less complete in others(circle (ii)). However, all these

observations could be interesting from a reservoir connectivity perspective; for instance,
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Figure 5.3: Results of the seismic segmentation of the entire NFB dataset. (a) and (b)
are two seismic sections of the seismic data input to the segmentation, and (c) and (d)

are two orientation views of the output of the segmentation.
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Figure 5.4: Fault splitting an object and resulting in a segmentation error.

Figure 5.5: Comparison between the Sea Lion fan delineated from the segmentation of
the validation dataset (a) and of the entire NFB seismic survey (b). The dashed circles

highlight the main differences between the two segmentation results.

we can ask ourselves whether the channelised termination (circle (ii)) is connected to

the rest of the fans in terms of a reservoir or if the reservoir is compartmentalised.

The analysis of the largest cluster in the segmentation is interesting and can be seen in the

context of the basin analysis presented by Bunt [2015]. Figure 5.6 shows the depositional

patterns visualised with the point cloud segmentation and the spectral decomposition

techniques. The first observation is the major delta system prograding from the north.

The point cloud representation allows the quick 3-dimensional screening of the different

depositional layers of the delta and their connectivity. Other depositional events can

be observed and are similar to what Bunt describes: viewed from below, a major fan
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can be seen on the lower SW corner (event B); and, from the top view, another fan can

be seen (event A), showing the change in orientation of the primary sediment inputs,

now coming from the SE. An ideal delineation would have separated these different

elements into several segments. A segmentation optimisation process (see Chapter 3 –

Optimisation of the Segmentation) might improve this result. Still, it will be common

for large depositional events, such as this delta, to be so closely connected to surrounding

events deposited in the same time interval that they will be segmented together.

5.2.2.2 Fan detection

The first observation we made for fan detection was to check the delineation of the three

known fans from the validation dataset: the Sea Lion fan, the North Sea Lion Fan and

the Casper fan. The three fans are easily recognised by looking through the segmentation

results and are stratigraphically above the deltaic deposits (figure 5.7).

The object detection methodology is applied to fan detection in this first test and uses

the methods introduced in Chapter 4 to retrieve the 100 objects most similar to a fan

example. The features selected for fan characterisation are the same as those used for

the validation dataset: the mean amplitude, the mean coherence, the mean Zeboudj’s

distance, the number of points, the contour ratio, the linearity and the slope. The feature

extraction takes about 4 minutes to characterise all the objects. The object used as an

example for the n-closest object retrieval (with Locality Sensitivity Hashing (see Chapter

4) is the Sea Lion fan, and we are looking for fans among the 594 objects that constitute

the database. We ask for the 100 closest objects, and the retrieval of objects takes a few

seconds to run.

The search for similar objects in a segmented point cloud seismic data facilitates the

detection of fans. Figure 5.8(a) displays the results of the 100 closest objects and a

selection of fourteen objects interpreted as potential fans. The fourteen objects were

identified manually by screening through the 100 object results. The 2D image limits

the understanding of these point clouds, but these observations are made on the basis of

interactive 3D views that allow the characteristics of these fans to be better distinguished.

First of all, we find the three fans manually interpreted -objects number 9, 10 and 11 in
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Figure 5.6: Delta system observed both from point cloud segmentation and spectral
decomposition visualisations (a) view from the top of the largest segment, (b) view
upside down of the largest segment, and (c) Regional spectral decomposition horizon
slices through the Northern Rift Basin within the NFB from deeper (left) to shallower

(right). Figure (c) from Bunt [2015].
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Figure 5.7: Delineation of the three known fans displayed above the deltaic deposits
(the two largest clusters of the segmentation).
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Figure 5.8: (a) Results of the 100 closest objects to the Sea Lion fan by LSH and
analysis of the potential fans observed; (b) Position of the main fans interpreted in the

NFB -used as ground-truth detection-. Figure from Dodd [Unpublished].

Figure 5.8(a)-. Ten potential fans are located in the Eastern Graben, with sediment inputs

mainly coming from the eastern margin (objects 5 to 14), and four potential fans are
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located in the North of the Western Graben (objects 1 to 4), with sediment inputs either

from the east (intragraben high - Orca Ridge) or the western margin. By comparing

these potential fans with the fan map drawn up by Dodd [Unpublished] (figure 5.8(b)),

we can identify with varying degrees of confidence five of the seven interpreted fans:

Rhea (object 5 in figure 5.8(a)), Sea Lion North (object 9), Sea Lion (object 10), Casper

(object 11) and Zebedee and Beverley (northern part of object 13). But two interpreted

fans are missing: Liz and Isobel. Liz is not present among the retrieved objects (figure

5.8(a)). For Isobel, some objects are present at the same location, but we cannot identify

the channelled patterns that would give confidence in the identification (figure 5.8(a)).

The faults running through Isobel’s feeder could be the reason for this absence, leading

to the coherence cut-off filtering the points at that location. All of these interpretations

would benefit from further validations than based on a single map, but this already

provides a first positive validation. Again, the segmentation could be improved; for

example, object 13 delimits a fan but also includes a horizon on its southern side, which

complicates the detection by fan-specific features.

5.2.3 Assessment of the application to the NFB dataset

This first application successfully tests using our segmented point cloud and similarity-

based object search methodologies on a basin-wide seismic survey to find fans. We had

no prior knowledge of some of these fans at the time when the method was developed,

thus removing some of the bias from the evaluations. The major benefits are the speed

of the method and the interactivity offered when exploring seismic data for geobodies.

The method allows the seismic to be interrogated in a different way while remaining in

control: the seismic interpreter navigates through the point cloud to gain a more global

understanding of different geological structures and selects potential targets for further

analysis more quickly and easily. The aim is not to replace the interpreter but to provide

them with an additional tool to make better-informed decisions.
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5.3 Application to sill detection in the Falkland Plateau

dataset

The second application on the FPB allows for testing on a new data set and a new object

type: a different seismic dataset and searching for sill intrusions. The application on

the NFB allowed us to test the method on unknown parts of a seismic survey. However,

the seismic data was still the same as the validation dataset. A different seismic dataset

allows us to remove any bias and evaluate the robustness of various seismic qualities in

terms of processing and resolution of the seismic data. In addition, we use a different

type of geobody to assess the flexibility of the method to other shapes and geometric

descriptors.

5.3.1 Data and methodology

For this second application, we have at our disposal a 3D seismic survey (FISA survey)

from the FPB, located east of the Falkland Islands (figure 5.9) which shows evidence of

numerous Early Cretaceous dyke and sill intrusions [Richards et al., 2013, Stanca et al.,

2022]. The 3D seismic cube covers 5500 𝑘𝑚2 with high-resolution, interpretable data

9𝑠 TWT, with a 12.5 𝑚 recording interval and a sampling rate of 2ms [Stanca et al.,

2022] (figure 5.11).

An important series of intrusive magmatic dykes and sills intruded the sedimentary suc-

cession filling the FPB. The igneous intrusions were dated from two phase of magmatic

activity, one from the Jurassic and another from the Cretaceous [Stone et al., 2008].

Stanca et al. [2022] have mapped the sills across the basin and characterises them as

mainly saucer-shaped bodies with high amplitudes and stepped geometries (figure 5.10).

We investigate whether our method can extract the dyke and sill network from a single

sill example. We cropped the seismic sequence of interest from the FISA seismic cube

where the magmatic bodies intrude the sedimentary layers (figure 5.11). The cropped

seismic volume includes 2636 inlines, 2251 crosslines and 1000 timeslices. We will first
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Figure 5.9: Location of the FISA seismic survey in the NFB.

Figure 5.10: Sills and lava flow distribution and associated forced-folds, mapped by
Stanca et al.. Figure from Stanca et al. [2022].

evaluate the results by looking at the quality of the segmentation and then in relation to

sill detection.
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Figure 5.11: Cropped sequence from the FISA seismic cube - FPB -, where the
magmatic bodies intrude the sedimentary layers.

Processing step time

Extrema extraction (maxima) 36𝑚𝑖𝑛 39𝑠

Normalize and filter amplitude 9𝑠

Compute and filter coherence 34𝑚𝑖𝑛 30𝑠

Segmentation (DBSCAN) 18𝑚𝑖𝑛 15𝑠

Total 1h 29min 33s

Table 5.2: Processing times for the segmentation of the FISA dataset, FPB. Laptop
with an Intel Core i9-10885h CPU processor and 32GB of RAM.

5.3.2 Results

5.3.2.1 Seismic segmentation

For the segmentation of this new seismic data, we follow the same methodology: extrac-

tion of a point cloud and segmentation with DBSCAN. The point cloud extraction uses

cut-off values close to those used for the first seismic survey, with a cut-off amplitude

of 0.35 and coherence of 0.95. The point cloud extraction takes about 1 hour and 10

minutes to compute (table 5.2). The total studied seismic consists of 5,933,636,000

voxels, and the point cloud extraction reduces it to 208,007,963 points, which gives us a

reduction factor of 96.5% from voxels to points. Similarly, we perform the segmentation
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with the same DBSCAN parameters using an 𝑒𝑝𝑠 of 2, a 𝑀𝑖𝑛𝑃𝑡𝑠 of 8 and no 𝑍𝑒𝑥𝑔.

The segmentation takes about 18 minutes to run (table 5.2). The segmented seismic

is composed of 36,331,158 noise points and 1,594,216 segments. But, again, most of

these segments are small and filtering out segments with less than 10,000 points reduces

the number of segments to 1263. Igneous intrusions can vary greatly in size, but for the

purposes of this application, it is reasonable to keep only intrusions consisting of more

than 10,000 points.

Figure 5.12: Results of the point cloud segmentation of the FPB dataset. (a) and (b)
display two different view angles of the 1263 objects constituting the object database.

A 4x vertical exaggeration is applied to the view.

Figure 5.12 displays the results of the segmentation with 1263 segments over 10,000

points. The upper part is quite sparse as most of the elements have been filtered out due

to more of a chaotic seismic reflection. In Figure 5.12.a, on the right, the segmentation

delineates deposits along the slope of the basin and on the left, the sedimentary infills and

magmatic intrusions. This is consistent with Duarte’s observation that the intrusions are

located in the south-eastern part of the 3D cube. Moreover, the larger cluster delineates

the intrusions that correspond to the central sill interpreted (figure 5.13). This sill is

thought to act as a central feeder [Duarte, 2019].
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Figure 5.13: Vertical seismic section crossing the central sill reflection, FPB. Figure
from Duarte [2019].

5.3.2.2 Sill detection

The object detection methodology is oriented towards sill detection, aiming to retrieve

many sills from a single sill example. So, the first thing to do is to interpret an example

of a sill from which our approach will search for similar objects. The example we picked

is a sill from the shallow part of the seismic data that we could easily characterise by its

saucer-shaped body and high amplitude reflectivity (figure 5.14). This sill is relatively

small in size (55637 points) compared to the larger, deeper sills.

Figure 5.14: 3D visualisation of the shallow sill provided as an example.

Similar to our fan workflow, we characterise the set of 1263 objects of the segmented

seismic data with features that best characterise sills. The features selected are the mean

amplitude, the mean coherence, the mean Zeboudj’s distance, the number of points,

the contour ratio, the linearity, the sphericity, the planarity and the point elevation

distribution. Compared with the fan recognition, we add planarity and point elevation

distribution as features because we consider these to be essential for characterising the
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vertical elevation of the tips of sills. The feature extraction takes about 9 minutes to run

for all 1263 objects. Then, we ask for the 100 closest objects to the sill example using

LSH, and retrieving objects take a few seconds to run.

Figure 5.15: Sill detection results - 100 closest objects to a sill example. (a) and (b)
display two different view angles of the same 100 objects. A 4x vertical exaggeration

is applied to the view.

Figure 5.16: Focus on the main object retrieved, segmented point cloud showing the
central sill and the connections of a network of intrusions with dykes that vertically link

sills (green segment).

The extraction results are presented in Figure 5.15 and are aligned to the map of intrusion

interpreted by Duarte. First of all, if we look at the overall distribution of the bodies

obtained, the vast majority is indeed within the south-eastern extremity of the volume, as

in the manual interpretations. Then, if we look in more detail at the main segment (figure

5.16), we can see that it is composed of sills (horizontal sheets) connected by dykes
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Figure 5.17: Focus on the objects retrieved at shallow depths, segmented point cloud
showing small sills with saucer-shaped bodies. The dashed lines highlight the saucer

shape of small sills.

(inclined sheets - dashed circle in figure 5.16). This main segment would correspond to

the central sill attached to the deeper sill, observed in Figure 5.13, and would be joined

by dykes. Finally, looking at the upper sections, we observe the shallower sills with their

characteristic saucer shape (figure 5.17).

5.3.3 Assessment of the application to the FPB dataset

The results of this second application confirm (i) the efficiency of the point cloud

segmentation to delineate a set of objects in a seismic volume, (ii) the possibility of

finding some of the sills by similarity to an example and (iii) highlight the flexibility of

the methodology for different seismic data and objects.

A significant advantage of point cloud segmentation is the ability to segment an element

over multiple z-horizons. For example, the case of the central sill segmentation showed

the possibility of grouping a network of sills and dykes as long as they are point-

connected. This contrasts with a limitation of many seismic auto-trackers that do not

allow tracking events on multiple elevations; with many auto-trackers, horizon surfaces

are only picked following the local planar reflections.
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5.4 Conclusion and discussion

These two applications demonstrate the value of the novel methodology on the data

unknown at the time of development, thus producing an unbiased estimate of the perfor-

mance of the methodology.

The method allows the rapid and successful identification of certain geobodies -sills

and fans in these applications-. However, one could apply the same method to other

geobodies, provided they are continuous types of bodies to allow segmentation by point

connectivity. This adaptability is one of the advantages of an unsupervised approach,

from the segmentation stage to the object identification stage.

The closest object retrieval approach significantly reduces the number of potential targets,

making it more manageable for the interpreter to validate each object’s identification

precisely. Moreover, the interactivity and sparsity brought by the 3D visualisation of the

point cloud make that identification significantly easier.

Finally, a level of control is left to the user. Depending on the choice of example type

provided to the algorithm, the interpreter directs the search for the object type to its

criteria. Again, the aim is not to replace the interpreter but to provide them with an

additional tool to make faster and better-informed decisions.

In order to further evaluate the robustness of the segmentation results, it would be

necessary to perform an application on data containing highly faulted areas or with a

low signal-to-noise ratio.

To further evaluate the geobody search, an interesting test would be to take an object

from another seismic as an example and search for similar objects in another seismic

data or even an object synthetically modelled.
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Conclusion, discussion and future work

6.1 Conclusion

In this work, we introduced a new methodology to automate and facilitate the detection

of geobodies in 3D seismic data. Geobody detection is essential to understand and

accurately characterise the subsurface. However, faced with increasingly large seismic

datasets, locating these subtle events is complex and time-consuming, leading to a need

for automation.

The novel methodology allows, from a 3D seismic volume, to find items that look

like a geobody of interest and to screen them (figure 6.1). The workflow consists of

two main steps. The first step is to segment the set of objects present in the seismic

volume; the segmentation is based on extracting a point cloud and clustering these points

using the DBSCAN algorithm. The second step allows the extraction of n objects of

interest according to an example provided by the interpreter. Thus, an interpreter can

quickly query a seismic volume for certain geobodies without requiring any manual

interpretation.

The uniqueness of this new approach is that the identification of geobodies is based on

object recognition techniques that take advantage of the 3D geomorphological character-

istics of the objects. Because all objects are delineated in the seismic point cloud in the

first instance, the object recognition methods are able to work directly on the 3D shape
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Figure 6.1: Summary of the methodology presented in this thesis, detection of geo-
bodies from a 3D seismic data in a data-driven approach.

and amplitude reflection distributions of each object, which are fundamental criteria for

the accurate characterisation of seismic objects.

The proposed methodology is based on unsupervised machine learning methods, so

there is no prior training in a model required, which makes the methodology directly

usable on any seismic data and adaptable to many types of geobodies.

Four main parameters control the seismic data segmentation: the amplitude cut-off, the

coherence cut-off, the epsilon distance in DBSCAN and the minimum number of points

in DBSCAN. Variations in the choice of these parameters allow the interpreter to vary

the level of segmentation, from under-segmented to over-segmented. The choice is often

a trade-off between the desire to create an accurate delineation of each structure and to

preserve a maximum of objects.

In addition to the control of the segmentation, there is also the control of the object

search, which the example provided by the interpreter orients. The choice of the shape

and texture of objects to be retrieved from the seismic data allows the object search to

be adjusted to the interpreter’s desire.

From the different applications we have made, here are the key findings:

1. The visualization of the seismic in the form of a point cloud allows an understand-

ing at a glance of the structures present in the seismic data. The sparse nature of

136



Chapter 6. Conclusion, discussion and future work

the point cloud allows seeing deep inside the seismic data without being restricted

to sections of the volume. Moreover, the advances in graphics processing capabil-

ities now allow the interactive display of point clouds with hundreds of millions

of points. Therefore, a seismic point cloud approach may have benefits beyond

the search for geobodies.

2. The segmentation of 3D seismic point clouds is extremely fast and scales well with

the size of the seismic data. When applied to seismic data of several tens of GB

in size, segmentation is achieved within an hour on a standard laptop computer.

3. Point cloud segmentation can be applied to most seismic data with little or no

modification in the segmentation parameters and produce acceptable results.

4. The results applied to the detection of sills and fans show that it is possible,

to some extent, to reduce the number of potential target objects to a subset of

geobodies of interest. The characterisation of geobodies is a very complex task

due to the diversity of geobody shapes, making it extremely difficult to hard-

code the identification of geobodies using simple taxonomic rules. However, by

extracting relevant geomorphologic features from each object and using methods

such as Locality Sensitivity Hashing (LSH) to explore that feature space, it is

possible to facilitate the identification of geobodies. The closest object retrieval

approach allows the interpreter to extract similar objects from a unique example

object, allowing the adjustment of the detection to the specific characteristics of

an object.

6.2 Discussion

This discussion offers avenues for reflection on various aspects: (i) the scope of ap-

plications of the proposed methodology, (ii) the evaluation of the quality of a seismic

interpretation, and (iii) opportunities for immersive visualisation.
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In this thesis, different applications have been carried out in order to validate the proposed

methodology but we can ask ourselves the question of the broader scope of application

and limits of the point cloud seismic segmentation and geobody detection:

1. Point cloud segmentation provides a precise delineation of the majority of objects

present in seismic, and its field of application can extend beyond the detection

of geobodies, for instance, to produce a structural model with the extraction of

the main seismic horizons. However, this full-volume segmentation cannot be

used as a structural model. A structural model includes important interpretations

embedded in the continuity of horizons and the delineation of faults that the

point cloud segmentation does not produce. Moreover, point cloud segmentation

produces poor results in very noisy areas where interpretation and the interpreter’s

knowledge are essential to extract information.

2. The closest object retrieval approach allows the exploration of different geobodies

by providing any kind of object as an example. However, a condition is that the

geobody is constituted of a single connected body; broken features in seismic

amplitude response, such as salt diapirs or gas chimneys, would not be accurately

delineated by the proposed methodology. Seismic interpreters characterise and

interpret these broken geobodies from section views; therefore, image processing

methods are probably best suited to detect these geobodies.

On seismic interpretation quality, in chapter 3, we discuss the quality of the seismic

segmentation and propose metrics to quantify this quality, but it is important in these

analyses to keep in mind the non-uniqueness of the seismic interpretation. The non-

uniqueness may be due primarily to the uncertainty inherent in the seismic interpretation

but also to the choice of segmentation of the interpreter. For example, we discussed

in chapter 3 the importance of the notion of hierarchy level for the segmentation of

an object: an interpreter may want to interpret a structure or substructure, and each

segmentation level leads to different interpretations. HDBSCAN or other hierarchical

algorithms could address in part this issue. Therefore, it is not possible to define an

absolute quality of interpretation, but these metrics and tools allow us to aim for a good

local maximum in terms of quality.
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Finally, immersive visualisation is a hot topic with promises to improve the interpretation

and understanding of three-dimensional data (figure 6.2), and point cloud, given its sparse

nature, is an ideal data format for immersive visualisation. Thus, beyond the detection

of geobodies, a point cloud approach could facilitate the visualisation and analysis of

seismic data in immersive visualisation.

Figure 6.2: Visualisation and interpretation of geoscience data in the Immersive Visu-
alisation Environment at ARCO. The three walls and floor are all projection surfaces,

and the interpreters are immersed in the data. Figure from Dorn [1998].

6.3 Future work suggestions

Several options exist to expand on the research addressed in this thesis:

1. The first interesting idea would be to integrate and compare different seismic post-

processing methods for denoising the seismic and measuring the impact on the

seismic segmentation. For instance, Wu [2017] proposed a fault- and stratigraphy-

oriented smoothing to enhance the lateral discontinuities corresponding to faults

and stratigraphic features in the seismic data and showed that it helps identify

subtle features and channels on seismic images. Such smoothing of the seismic
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could improve the seismic event continuity and definition and therefore improve

the subsequent segmentation, which relies on event continuity.

2. Another potential improvement to the seismic segmentation could be implement-

ing a cut-off value for seismic attributes that evolve with depth. The amplitude

response of the seismic reflection data varies with factors such as depth, rock com-

paction, porosity and lithological composition. Therefore, applying cut-off values

that evolve with the local seismic attribute average could improve the segmentation

of areas with weak responses.

3. In Chapter 4, we discussed the possibility of characterising unconformities or

discordant objects by comparison to the mean local dip of surrounding objects,

for instance, but that idea has not been explored in this thesis and would merit

further investigation.

4. Another avenue to explore is incorporating notions from other concepts regularly

used to characterise geobodies not explored in this thesis. For instance, concepts

from spectral decomposition and sequence stratigraphy would add value if em-

bedded in the interpretation. Spectral decomposition allows to better image of

geologic boundaries and thin beds that are not fully resolved with seismic ampli-

tude peaks and through and reveals the geometrical details of the seismic object.

Thus, working from the spectral decomposition cubes to segment objects would

improve the delineation of the geobodies. However, to do this, you have to solve

the challenge of working with several cubes -usually three cubes from the spectral

decomposition-. In addition, concepts from sequence stratigraphy [Mitchum et al.,

1977] could also be included and highlight stratigraphic packages and sequences

where it is most likely to encounter certain geobodies, which would reduce the

number of possible target objects and increase the confidence in the detection.

5. We could also incorporate data of different natures, such as wireline logs or core

data, to get more insights and information to lead the interpretation of the seismic

data. For instance, interpretations from well data could be used to label some

seismic features, and then we could investigate some semi-supervised machine
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learning approaches to perform seismic interpretation from a few labelled samples

[Delalleau et al., 2005, Grandvalet and Bengio, 2004].

6. Finally, an interesting extension of this work would be to integrate the geobody

extraction in a seismic inversion framework to improve the geobody morphology

and predict porosity, lithology and fluid change [Spikes et al., 2007] or even

estimate the uncertainties via Stochastic inversions (e.g., Pereira et al. [2020]).
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Appendix A

Code available

The code is available for 3D seismic segmentation and geobody detection:

https://github.com/GeoDataScienceUQ/pyseismic

A demo is applied to the project F3 Demo 2020 [dGB Earth Sciences, 2020] and

presented in a Jupyter notebook.

F3 is a block in the Dutch sector of the North Sea, covered by a 3D seismic survey.

The seismic displays a number of interesting features with a large fluvio-deltaic system

[Overeem et al., 2001, Schroot and Schüttenhelm, 2003]. Many channels can be observed

and detected with our proposed geobody extraction method.
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